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1. Executive summary

The value of ubiquitous higspeed broadband connectivity has been demonstratech@rows socioeconomic
studiest Policy makers agree that there is a need fardmated longerm investment to realise this potentidbst
EU countries look set to mig&uropean CommissiolieC) targets foffibre access, and to lag behind most
benchmark countrieFakeup of FTTP in Europe is now accelerating fastoking ahead, Euragan countries
need to accelerate the rate at which access networks are being upgraded.

Figurel.1: Estimated percentage of premises passed by FTTP, other VHCN, and by other NGA network technologies,
European plus selected benchmark countries, 20185ource: Analysys Mason, 2020]
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Copper and coaxbased techwlogies facgerformancesonstraintsNew fibre technologies do not require
alteration of the existing optical distribution netwdAd TP standards have a detailed roadmap and next
generation PON systems are being deployed commerdaibyving numbers obperators are focusing more of
their attention on FTTP as capex and opex benefits become more apjdareatver full -fibre networks use
less energy than alternatives and fit a green ag&fida® networks offer ultrdow latency which makes them
suitable to be used alongside-ii6 and 53and theeventual successors to these technologies) to support
Al applications FTTP networks canlsobe extended to thenduserterminaland 10T devicesvith passive
optical LAN deploynents

Many advanced economies in thsial Pacific APAC) region already have a high level of FTTP coverage. In

nearly every case, this has been facilitated by clear and ambitious government policy and consistent regulatory
practice. In general, outcomessha been positive in countries where it
example,m Singapore, government regulation and investment have led to universal FTTP coverage and

enviable levels of highdayer competitionin New Zealandthe UltraFast Broadband (UFB) initiative has

1 An example of such a study is the European Commission (EC) report on the benefitsroadband
(http://ec.europa.eul/information_society/newsroom/cf/dae/document.cfm?doc_id=1809).

© Analysys Mason Limited 2020 Executive summary
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achieved high coverage and talgin a sparsely populated countiry South Koreafibre-based broadband
strategy dates from 1994 but it is no longer the franner in the regiarin Ching a comprehensive strategy
centred aroundibre as national infrastructure has resulted in rapid expansion of coverage

European countries face a heterogeneous set of challenges to achieve gmddaaetsPostliberalisation

fixed telecoms has evolved into a connectivity businessopean regulation has tended to favour fostering
retail competition and low prices over letgym investmentNational governments are increasing investment in
fibre, but this is unlikely to be ®@agh to achieve targets

High-quality civic infrastructure is key to rolling out FTTP quickbut labour costarehighand srict planning

laws have delayed FTTP deployment in some European couiitne® have beesnumber obuccess stories.

For exanple, nSwedena o6 v fiblkeb agepr oach has ensured fast and rel.i
the countrydespite its geographical challenglesSpain high-quality civic infrastructure and effective light

touch regulation have made the countigader in FTTP in Europén Francethe national broadband plan

introduced efficient operational regulation, which improved the spédeployment.

However,in other countries, experience has been more mindthly, uncertainty over future ownerships
provedto be an issudn the UK,commercial enthusiasm for FTTP may disguise future problems with respect
to the potentidy inefficient nature of multiple discrete investmenta. Germanythe governmenis ambitious

but progresss slowto date.

New approaches are emergiagsisted by positive governmeat policy, in particularthose thatecognisehe
importance ofibre as national infrastructu@ndlower or remove barriers to deploymefihy government

policy to promote fulfibre networkswill contain specific practical measures to lower or remove barriers to
commercial deployment, and provide loan funding or subsidies where nec&$antyve wayleave law is an
important means of facilitating FTTP deploymemé$rastructuresharing reduces costs and improves speed of
deployment&@reinstallingdfibre-optic cables in newealestate developments assists the-ooll of the last

mile. New technologies can improve the efficiencyQgtical Distribution NetworKODN) deployment
Accelerating the rate at which copper and coax can be relsasisd important.

Enabling the conditions for flourishing competitidriven innovation and seicé improvement is where public
money is best spent, and it isthis end that policy should be directédimore dirigiste approach is requitdd
generalpolicy should treafibre as infrastructure and should encourage a diversity of vendors, operating
companies and services.

Policy should encourage options for access at as low a layer as is félsblmeans a preference for physical
infrastructure access or ddilire access. Public money, where required, should be spent enabling low layer
access. A an alternative to duct build, policy should encourage or mandate the building of networks with end
to-end multifibre. Governments should impose stricter and more ford@o#ling building regulationwhere

this has not already badoneandtake measure® combat the shortage in skilled workforce required for the
massdeployment of fibreGovernments shoulalsoconsider tax incentives on fibre network build and on fibre
customer connections. A copper scrappage scheme with a guaranteed price foosttegdshbe considered.

A relentless focus on getting the right kind of infrastructure deployed rather than on bandwidth targets is the
right approach.

Finally, there should be joinedp thinking between telecathCT and environmental policy.

© AnalysysMason Limited 2020 Executive summary
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Figurel.2: Seven key recommendations for policjsource: Analysys Mason, 2020]

N
o Invest in and manage ducts as priority national infrastructure

Promote multi-fibre networks with unbundled access
o Create regional franchises with a balance of obligations and rewards
Co—ordinate shared rural networks first, subsidize second

OOOX o Replace bandwidth targets with infrastructure targets

— l

0 Bring forward and incentivise copper scrappage

o Make the link with environmental policy
4
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2. Introduction

This report has been commissioned by Huawei to descrilmithent status oindcasefor, extending
coverage ofull-fibre access networks in Europe, ttigllenges involved in extenditigatcoverage
international best practicand the need for a coherent and positive set of policies to deliver these high
performance networks for the decades to come.

Throughout this repgrEurope is taken to mean the EXJdus Norway Switzerlandand the UK

Full-fibre networks go by several names, so it is important to get definitions clear from the outset. In itg simples
form, full-fibre means an optical distribution network (ODN) in whiddre runs all the way tan optical

network unit (ONU)at he s u b s c r i(sbheuse) an apantnmemt ia busirgess premises etc.). This can be
referred to afibre to the premises (FTTP), or, more colloquiaflipre to the home (FTTH). Importantly, this

definition excludedibre to the building (FTTB) wherébre enters a multtenant building but is distributed over

a nonoptical infrastructure (for example, LANabling, copper cabling, coaxial cableSyll-fibre networks can

extend beyond the simple FTTP case, where each premises has one ONU, to include scenarios where the ODN
extends inside individual homes, apartments and offices: this indibdeso the roon (FTTR),fibre to the

desk ETTD) andfibre to the machine (FTTM).

Full-fibre networksinclude passive optical network (PON) and pdoipoint (PTP) architectur@ hese are
discussedn chapterd. Over 95% of FTTP is based on PON, but some operatdes Y€P, whichs more

prevalent than PON in a handful of countries.

In this report, we also use the term ngenheration access (NGA). In practice, this is used to refer to any
technology capable of delivering over 30Mbit/s downstream.

A summary of techisal definitions is given in the figures below.

© AnalysysMason Limited 2020 Introduction
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Figure2.1: Definitions used in this report

FTTC/copper Fibreruns to the cabinet and the remaining sulioop carries VDSL or G.fast.

FTTB/LAN Fibreruns to a building. Signals are distributed via a switch and over GB\Ethernet
or WiFi.

FTTB/dp/copper Fibreruns to a node in the building, and the remaining copper carries VDSL or G.fast
signals from a DSLAM or distribution point unit (DPU) installed in the node. This
category also cover$TTdp(fibre to the distribution point) architecture in other
geotypes,where a micronode containing a miADSLAM or DPU is installed serving a
final copper line or lines.

FTTP Includes all broadband deployments in whicfibre runs all the way to or inside of the
subscriberds premises. FTTP i ncl udopantp
(PTP) architecture and includes broadbarfibre connections to business sites.
However, it does not include uncontended dedicatefibre leased lines. FTTP is often
informally referred to as FTT}Hor as fulHibre broadband.

DOCSIS3.0+ Includes DOCSIS3.0 and equivalent or successor technologies.

(\[e7:N The sum of FTTx and cable DOCSIS3.0+.

VHCN Very high capacity network. Aull-fibre network, or a network providing similar
performance tothe current technologies deployed on &ullfibre network. (In this
respect VHCNs synonymous with the target proposed by ttle@ s st r at e gi
for 2025: access tointernet connectivity offering a downlink of at least 100Mb' s,
upgradable togigabit speeds.

Premises For a network to pass a premisg the subscriber must be able to get a connection
passed within 30 days without the need form substantial new networkbuild.

Connections Active internet access connectiondJnactivated lines are not counted.

Source: Analysys Mason

© AnalysysMason Limited 2020 Introduction
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Source: Analysys Mason

Acronyms

DSLAM: Digital Subscriber Line Access Multiplexer
MSAN: Multi-Service Access Node

GPON:Gigabit Passive Optical Network

XGS-PON: 10G Up and Down Symmetrical PON
PTP:PointTo-Point

ODN: Optical Distribution Network

OLT: Optical Line Terminal

ONU: Optical Network Unit

© AnalysysMason Limited 2020
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The rest of this report comprisesverchapters as follows

1

Chapter 3escribeghe current situation in Europe regarding coverage and demafiorésbased
broadband relative to current EC and national targets and international benchmarks

Chapter 4akes a closer look at the advantagefiboé-optic technology compared to coppéiematives,

with particular focus on its lonterm advantages, not only in terms of performance but also in terms of cost
and environmental impacthis chapter is relatively technical; readers less interested in a detailed
discussion of the advantagesfuf-fibre technology may prefer to skip this chapter.

Chapter5 considergheapproaches taken in four APAC countries that have resulted in good coverage of
full-fibre networks.

Chapter6 describeshe Europespecific challenges involved in deployifigre-based access in Europe

Chapter 7 focuses on six key European markets, starting with those where policy approaches have proved
successful, and moving on to countries where a positive outcome is less certain

Chapter 8 consideesnumber of specific picies to accelerate the deploymenfibfe-based broadband in
Europe

Chapter© summarses the key conclusions of the report and magkesmmendations for national
governments and regulators in Europe.

© AnalysysMason Limited 2020 Introduction



3.1

FulHibre access as strategic infrastructure] 12

3. Broadband development inEurope

The firstpart of ths chapteranalyses curretitbre accessoverage acrodsuropearcountries and assesses the
likelihood of ther meetingthe latest EQoverage targets on timehe second part looks at takp rates and
demand.

Most EU countries look set to miss EC targets fiilore access, and to lag behind most
benchmark countries

Fixed broadband (FBB}¥ the workhorse of thaternet carrying about 90% of all traffic in Europe. 4G and 5G
mobile networks grab more atten, but fixed networks do most of the work; the average FBB connection
carries over 200GB per montithereas the average mobile network connection carries about 5GB. Traffic is
growing rapidly on both fixed and mobile networks, and there is no evideaicmbbile is substituting fixed.

FBB penetration in Europe is high overall, but it is unevenly spreadr{ges3.1). Total FBB, NGA and
FTTP penetrations vary significantly across Europe, and are not necessarily corrédatexample, Greece
has ahigh FBB penetration of 82.7% of premises, but it has the lowest FTTP penetration, at under 1%.

Figure3.1: Estimated fixed broadbancpenetration oftotal premises, by technology in European countriés2019
[Source: Analysys Mason, 2020]
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Figure 3.2 shows the FBB penetration of Europe compared with the benchmark countries of China, Japan,
Singapore, South Korea and the USA. Europe is doing mdsgbegtter than the USA, but it is lagging behind
the Asian early movers in FTTP penetration at 14.MPaddition Europe has the lowest overall FBB
penetration (at 71.7%, narrowly behind Japan), and the lowest NGA penetrat&¥)4bhis corresponds &

2 The EUplus Norway, Switzerland and Ukexcludes Luxembourg, Cyprus and Malta.

© AnalysysMason Limited 2020 Broadband development in Europe
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proportion of noANGA connections of 34.7%, whereas this category constitutes approximately 25% of FBB
linesworldwide

Figure 3.2: Estimated fixed broadbangenetration oftotal premises by technology, Europe and selected benchmark
countries, 2019
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Figure 3.3 shows the coverageFdfTP, other VHCN (cable and FTTB/LAN) and other NGA (FTTC/VDSL,
G.fast)technologie$n European and benchmark countries, expressed as the pesogfipagmises passed.
Coverage variegreatly in EuropeSome countries are doing well, with Portugal, Spain and Sweden exceeding
the full-fibre coverage of Japan and South Korea. Others are doing poorly, with 6 countries (including the UK)
with FTTP coverage below 15%, and 5 countries (including the largest, Germany) below 10%. As a whole,
Europe is at 35.3%, little ahead of the USA (30.1%), tbsignificantly behind the benchmark early movers.

© AnalysysMason Limited 2020 Broadband development in Europe
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Figure3.3: Estimated percentage of premises passed b TTR other VHCNand by other NGAnetwork technologies,
European plus selected benchmark countries, 201f5ource: Aalysys Mason, 2020]
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Decent if unspectacular growth in European FTTP coverage can be exp&dt2@25,although the level of

growth is not expected to be even across European countridsgaes3.4). These forecasts are based on
AnalysysMasoné6és analysis of operatorsdé plans and project
Coverage is expected to exceed 70%7Jwountries by 2025. Coverage in Spain &uwdtugal is expected to be

close to universal, and lrance Ireland and Sweshis expected to exceed 90%. However, coverage in 6

countries, including Germany, is expected to be less than 40%. We expect overall European coverage to reach

64.4% by the end of 2025.

Figure3.4: Estimated percentage oforemises passed by FTTP, European plus selected benchmark countries, 2025
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At the current rate of progress, it is likely that Europe will continue to lag behind most international benchmark
countries in terms of FTTP coverage and six Europeantries (including the largest, Germany) will have
coverage below that of even the USA

The EUOGs European Gigabit Society objectives:s
set ambitious targets forfibre access

The EC has defined two sets of targetdtiternet connectivity that member states should aim to achieve by
2020and 2025T he O Eur o p e 428 @jecties for the grogvyr 6f the EU by 2020 and consists of
seven pillars, one of which is the Digital Agenda for Europe (DAH)e DAE poposes to use the potential of
ICT to ensure the economic and social growth of the EU countries.

I n 2016, the EC6s analysis of trends in technology a|
services and applications will only be sustainablenatopticafibre networks are deployed up to a fixed or
wireless access point close to the end user. This re:

European Gigabit Societyd (E@®Jdfveryhbighahpactgmetivorkgy t he avai |
(VHCN) by 2025.

The EC6s strategic objectives for. 2025 from the 2016

1  Gigabit connectivity for all main socieconomic drivers such as schools, transport hubs and main providers
of public services as well agitally intensive enterprises.

91 All European households, rural or urban, will have accesgeonet connectivity offering a downlink of at
least 100Mii/s, upgradable tgigabit speed

1 Access tpandtakeup of, very highcapacityconnectivity as a regulatory objective

1 Regulators to map network investment intentions, and enable public authorities to seek investors in
underserved areas

1 Predictable regulatory conditions to promoteimeestment and wholesatmly business models,
facilitating deployment of VHCN deeper into suburban and rural areas

However, he DAE andEGStargets are not legally binding. This is one of the reasons whyobhtries have
developed their ownational broadband plaargets that are sometimes not fudligned with the DAEand
EGStargets.

Nationalbroadband plan@BPs)aim to make broadband coverage available across a country/region by
focusing on areas that are deemed to be uneconomic. These plans must legally comply with EU Isteéelband
aid guideines® One of the key principles afate-aid guidelines is technolggieutrality? which means the
selection of technology is agnostic as long as the solution meets the specifiddteas no single,

3 https://ec.europa.eu/digital -singlemarket/en/broadband -strategy-policy
4 https://ec.europa.eu/digital -singlemarket/en/europe -2020 -strategy
5 The other six pillars are: enterprise environment, innovative Europe, education and training, labour market and employment,

social inclusion, and environmental sustainability.
6 https://eur Hdex.europa.eu/LexUriServ/LexUriServ.do?uri=0J:C:2013:025:0001:0026:EN:PDF
7 Paragraph 78(e) ohttps://eur dex.europa.eu/LexUriServ/LexUriServ.do?uri=0J:C:2013:025:0001:0026:EN:PDF

© AnalysysMason Limited 2020 Broadband development in Europe
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comprehensive solutiandifferent technology dations will be best in different contexts. The main criterion is
that the solution meets the project specifications thadtateaid compliant.

Solutions proposed for NBP projects have predominantly focused on8HHig could be explained to some

extent by the fact that fixed incumbent network operators won procurement competitions for a large share of the
NBP projects in EU countries, and these operators have traditionally defilgeathd copper cables. There

are limited examples of instances wifixed wirelessaccess (FWA) solutions have been granted subsidies in
state-aid areas (one such example is Opdmein Italy).

However,we observe that national policies show a general preference for FTTP deplogmamtgeans of
achieving VHCN coverage targe®ome EU countries explicitly mentiditbre in their NBPs; others implicitly
express a preference for FTTP.

Some examples of NBPs are showirigure3.5.

Figure 3.5: Nationalbroadband plansin the six largestEuropean countriegSource: Analysys Mason, 2020]

Country FTTP deployment target Spend
France By 2022, essentially all parts of the country will have access Public and private investments
to FTTP with speeds of at least 30Mbit/s, and100Mbit/s amounting to EUR20 billiord0

in most areas?®

Germany Develop a gigabit network, with a preference for FTTP. A public financing requirement of
EURL10 to 12 billion1

Italy By 2020, develop an NGA network able to provide speeds A stateaid budget of EUR4 billion has
up to 100Mbit/s to at least 85% of households, with a been made available.
preference for FTTP in urban ared®

Poland By 2020, all households will haveaccess to speeds of at The government has dedicated
least 30Mbit/s, with 50% coverage with speeds of around EUR1 billion to broadband
100Mbit/s. 13 upgradesl4

Spain The policy (PEBA300x100-5) aims to achieve 95%ibre Allocated EUR525 ntiion for the period
coverage by 2021 201882021 .16

UK Deploy gigabitcapable broadband to the most remote 20% Allocated GBPS5 billion

of locations by 2025 mdé ceoppdr (EUR billion).16

8 FTTx includes fibre to the cabinet (FTTC), fibre to the build{rTB) and fibre to the premises (FTTP)
9 https://www.amenagementnumerique.gouv.fr/fr/garantir-du-tres-haut-debit-tous-2022

10 https://ec.europa.eu/digital -singlemarket/en/country information-france

1 https://ec.europa.eu/digital -singlemarket/en/country -information-germany

12 http://www .infratelitalia.it/wp -content/uploads/2015/03/Strategy.pdf
13 https://lwww.gov.pl/web/cyfryzacja/narodowyplan-szerokopasmowy
14 https://ec.europa.eu/digital -singlemarket/en/country information-poland

15 https://www.mincotur.gob.es/en-
us/GabinetePrensa/NotasPrensa/2018/Paginas/ElGobiernopresentaelPlan300x100parallevarfibraa300Mbitsatloslosn%C
3%BAcleosdepoblaci%C3%B3ndeEspa%C3%Bla.aspx

16 https://opticalconnectionsnews.com/2018/03/spain -greenlights-e€525-million-fibre-expansion/
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3.3 Takeup of FTTP in Europe iccelerating

Thedaysvhen FTTP was t Hochulagehetd osferavs cae dwitche | i nrinmaeyd r e al
parts of the world, including some European countias usersn some countriegould not accept anything

less.Figure 3.6 shows the takg of FTTP in the areas where it is availapla European and benchmark

countries in 2019.

Figure3.6: FTTP takeup (active connections over premises passed), European and selected benchmark countries,
2019 [Source: Analysys Mason, 202]
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Note: Excludes Greece due tthe low number of premises passed.

Unsurprisingly, FTTP takep tends to be higher in countries or in areas of countries in which FTTP has been
longer established, and in which coverage of intermediate technologiesésbBTh C/VDSL) is low or non
existent. Takeaup rates are high in the Asian eanhover countries and some highverage European countries
including Sweden and Norway.

Takeup is generally lower in European countries than in the Asian benchmark coandriggo higher

coverage of alternative NGA technologies Eur opean operators facing |imited
FTTP have tended to preserve a price premium (wholesale or retail) for FTTP over legacy technologies, whereas

in markets where copetition is stronger entry level FTTP carries little or no price premium, boostingipake

rates. The larger Europeéibre operators also face a raft of prompetition regulation and consur@otection

regulation that slows their ability to migrate wasdle and retail customers off copper networks. The total

European takeip rate of approximately 41% is gogiven these factoandits late arrival in this region.

The European Commi ssionb6s 2016 publ i c itgheyosd®020 at i on o]
and for measures to fulfil these needs by 2025 revealed clear expectations for the quality of service of fixed
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internet connectivity to improve by 2025, especially regarding downlink speed. More thasBRgIbf
respondetsto the EC survethought they wouldheed fixed download speeds above itfShn 2025; only 8%
thoughtthey would need download speeds below 10G#Abin 20258

Figure 3.7 shows how coverage and takeof FTTP has increased in Europe since 2009. @fisdhe steady
growth in takeup beginning around 2014. This demonstrates robust demand as the communications needs of
consumers and businesses develop in the modern digital ecadhyakeup rates in mature, wetlovered
countries such as Sweden (708ould indicate that the current upward trend in tagenill not slowdownany

time soonImportantly, in countries with wekstablished FTTP, we see @mergingrend of declining cable
broadband takep, and in a few instances cable operators aradyrenigrating their services to FTTP. In
Singapore, that process has reached a conclusion: all broadband subscriptions are on FTTP.

Figure3.7: Coverage and takeaip in Europe 200932019 [Source: Analysydason, 2020]
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There are pockets of exceptionally high demand in Europe, and these deserve an explanation. In some countries
and regions there has been little investment in intermediate broadband solutions, and therefore many households
and businesses dfiaced with FTTP as the sole available upgrade from ADSL2+, which supports only up to
24Mbit/s, or even basic ADSL, which supports only up to 8Mbit/s. Naturally;upke strong in these areas. In

some rural parts of Norway, where there are few alteesto FTTP, tak@ip can be more than 80%.

3.4 Unmatched and futureoriented service capability is just one aspect of demand

The maindrivers ofthis high level ofdemand other than alternative supply constraiat® service capability,
and reliability/preéttability. Increasingly, particularly in markets with strong infrastructure competition, low
prices drive demand.

17 https://iwww.gov.uk/guidance/building-digital-uk

18 https://ec.europa.eu/digital -singlemarket/en/news/fu ll-synopsisreport-public-consultation-needsinternet-speed-and-quality-
beyond2020
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Consumer ®rvice capability

The low latency offered by FTT&readyoffers a competitive advantage in online gaming. FTTP will also
enable he development of residential use cases that have not been viable on legacy networks. These include
entertainment technologies such as 4K and 8K video, as well as online anthateudvR/AR video and

gaming, which has high requirements for resolutionfeanrde rate.

8K TV sets have recentlyecome available to consume&eeptics argue that the improvement in rendering 8K
improvement is imperceptible, but 8K is more than simply a higher intensity of pixels: it incorporates a higher
range of colour, a higer frame rate and hence improved capalititzoom or slowmotion Indeed 8K is

more than passive consumption of video; interestinghas recently made its way into mobile handsets,
allowing for exampleusers to live stream their owideo to OTTservices.

There are variants of 8K, awlifferentcodecs that determine the streaming bandwidth of 8K. Morgitweer
complexity of themovingimages will create different levels of bandwidth demand. At its most basic, however,
using the mogbandwidthefficient commonly used codec (HEV@K requires a 40Mbit/s stream, meaning

with a suitable overhead, a bare minimum 50Mlitternetaccessewrice, assuming that nobody else is using it
for other applicationsA higher framerate for a premium sports experience recaii@uble that5G networks

can burst to these speeds and well abovewliunot be able typically to deliver gse bandwidtheeliably

indoors especially on the uplink

Immersive VR createdemand foevenhigher bandwidth. For example, alégreesof-freedom 4ktype
experience could demand high hundreds of Mbit/s or low hundregigaidyteper hourOne of the huge
advantagesf reliableFTTP-type speeds is that the whole range of perspectives in immé&fRicould be
streamed simultaneously so that the user moves betwessngbespectivasstantly rather thahaving

constantly to requestie network fola new angle. This can reduce delay and jitter greatly, improving the end
user experience.

Theability to harness massive bandwidth to do away with conmgutelxexpensiveneans of achieving network
efficiency will in the long run be a key differentiator fotl -fibre access network§heydeliver abetteruser
experienceandtheyalsocreate simplicity i making efficiency unnecessaryypically, adapting an application
to the limitations of anetworkis an additional overhead for developers, and service providers will not want to
pay a network operator for a guaranteed sereéeen if netheutrality legislation allowed them to do. $nan
entirely positive sensell -fibre networks are gloriously inf€ient, a huge opemetneutralplayground of an
opportunity forconsumeiorienteddevelopers.

FTTP will alsoenable further development of the internet of things (IoT) in the home, such as enhancing the
capabilities of smart meters to provide mdetadled reporting and reglme adjustments. However, the
relevance of specific highandwidth servicethat arecurrently available or in development (such as 8K video)
is expected to be relatively minor compared with the importance of FTTP atelominfrastructure.

Business service capability

Business demands for the advantages provided bfilitgl networks will also be significant. As in the
residential environment, the high bandwidth and reliability offered will be important in offices, permitieg fa
upload and download of files and more reliable access to SaaS andakmdisoftware. The low latency of
full-fibre networks can provide new opportunities for remote work. FTTP also provides greater security than
copper networks due to the lack ¢d@romagnetic emission from the optifibres. The dynamic symmetry
offered byfibre networks allows the flexible configuration of-gnd dowrstream bandwidth depending on
business requirements. FTTP may also facilitate the adoption of holograp#i&eveised video conferencing.
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Demand for FTTP is also supported by humerous use cases within different industry verticals. Many of these
applications are related to developing the 10T, with the high bandwidth, security and reliability provided by full

fibre networks allowing the transfer of large amounts of data.

1 In manufacturing, FTTP could provide support for industrial 1oT based eRi\Wjior local backhaul for
use cases based on 54&.Section4.6 describes, the simpgie TPtopologycan be extended deénto
industrialor campussitesand serve as the local area network.

T I'n the public sector, FTTP will accelerate the

IoT technology to utilities and services in public spaces, includingt $igbéng, energy, waste and water
management, transportation and assisted living.

1 In retail, full-fibre networks will improve the quality of AR/VR to enable the adoption of these technologies

in online shopping.

1 In education, FTTP will enable enhandadidital learning, allowing many students at the same premises to

download large amounts of educational content from the internet. Through improvements in VR/AR
technology, FTTP will enable virtual learning in the form of Immersive Virtual Learning Enventan
(IVLEs) and virtual field trips. It will also allow students to download higdpeality educational content
including taught courses from home, facilitating remote learning.

1 In healthcare, the higher bandwidths provided by FTTP will permit more etbtainote patient monitoring

using smart sensors. More reliable connections together with more rapid transmission of large amounts of

data will enable remote video consultation and surgery, as well as remstppgdrted diagnosighis will
be particulay valuable in times of major public health crises.

In all sectorsreliable, fast, lowlatency and symmetric®dT TP accesgreatly facilitates the utility and user
experience ofloud access. FTTI key to enablingmall and mediursized enterpriseSMES and public

sector sites such as schools to eliminate servers, dedicated IT resources and ultimately unnecessary cost.

It is expected that fulfibre networks will becomgand continue to hehe standard fixed access technology for
at least the next few decadés.addition to the use cases mentioned above, it is probable that other
technologies, applications and services will be invertdith will benefit from FTTP well into the future. &h
highlights the importance of FTTP as a lelegm investment.

Reliability and predictability

Theaboveare all promising use cases for FTTP in the form of enhanced consumer services and industrial
applicationsWe do not knovwhow popular any of them wibe. A great deal of theamandfor FTTPcurrently

comes from and will probably continue to come from something different from service provision and specific

applications. Endisers want reliability coupled with speed: not as a guaranteed service éoniarprprice and
perhaps attached only to certain applicatidva are bundled jrbut as a basié b e & tf eequiresmént. End

users do not want O6up to xXxMbit/sd depending on
network; they want anltna-high-speed connection and no conditions attached.

An Analysys Mason 2018isvey of 8000 fixed broadband userglicated that in Europe and the US#ndusers
take reliability t o mespeedandr eliabilitvieequalmease mavesa greated 6 ,

© AnalysysMason Limited 2020 Broadband development in Europe

deve

signal

and

1



FulHibre access as strategic infrastructure] 21

impact on intention to churn than pric@lue-added servicesr eventhe quality ofcustomer servic&® End

users increasingly want their access providers to beduglity utilities, not multiservice providersTherefore

it seemse@asonable to assume titaey will in future expect low latency, but will not on the whole be prepared
to pay extra for it. In this respetheir expectations may well be met: no network operator will charge for
guaranteed low latency when the next offees standard.

At the time of writing, Europe is facing the Co¥i® pandemic. A high proportion of the workforce will have to
work from home. Remote working ideally requiresoaporateL AN -type experience, whether itéoud-based,

or simply based on access to VPNs. A combination of high uplink speed and low latency will help this. In the
longer run, the Covid 9 experience might stimulate demand for an ultfmble and overprovisioned fat pipe

for all eventualitesrathdr han a 6 good dhatasgegredido consumarerdertdinment
applications.

Affordability

A final driver of demand is affordability. Entievel FTTP frequently commands a similar price to, and
sometimes even a lower price than, cogpesed legcy alternativeObviously a better service at a lower price
is a winning formulaThis phenomenowan occur for the following reasons:

For an incumbent operattire cost of running parallebpper orcoaxnetworks is wasteful, so once the
investment inhe FTTP network has been made, network owners are highly incentivised to convert as many
premises passed as possiBietry-level 100Mbits FTTP from Telia Sweden for example has a retail list

price 22% lower than its 60Mbit/s VDSL.

Where competition betgen FTTP plays occue an infrastructure level, or if it occurs through Layer 1
unbundling, prices can be driven down, and price differentiation based on speed tends to erode or disappear
completely. For example, Free in France charges no more foresebased on unbundlére than on

unbundled coppeand it offers just one speed filore: 1Gbit/s. @lt, which uses unbundled access to

several utility FTTP networks, has simultaneously the cheapest and fastest (10Gbit/s) broadband offer in
Switzerlangdand like Free, offers only one speed.tier

Wherealternative operator FTTP has been built to compete against incumbent FTTC, basic wholesale
and/or retail prices are often lower than those on the FTTC network: jthadtusiness model succeeds
only when they areThe lifetime value of an FTTP customer is very high trede is plenty of longerm
potential to add services and increase revenue, andoeviesps simplyo raise prices longeerm. For
operators the sacrifice of some revenue per line mpears a good traetdf for high utilisation and/or a
platform for additional monetisation.

This raises the legitimate question as to whethewusads g evemwilling to pay a premium for ultrafast
services. On@016report found that a majority of natial regulatory authorities reported a lack of demand and
an unwillingness to pay (more) for ultrafast services (FTTP orAdthis may be the case in som@untries
where infrastructure build has been sldivis possible ta@wonjecture that the period of stagnation in the
conversion of premises passed into subscribers in Figueb8vécorresponds to the older business model of
treating FTTP as a premium servit@many othecountries perhaps the majority now, citing ccamémer
unwillingness to pay a premium may still be technically true, ol be an inappropriate anachronistic

19

20

Analyys MasonConnected Consumer Survey 2018: fixed broadband retention and satisfaction in Europe and the USA
Available atwww.analysysmason.com/Research/Content/Reports/FixeldroadbandEuropeUSARDMBQ

BEREC, Challenges and drivers for NGA rollout and infrastructure competition, BoR (16) 171E&4.
https://berec.europa.eu/eng/document_register/subject_matter/berec/reports/6488 -berecreport-challengesand-drivers-of-
ngatollout-and-infrastructure-competition.
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view of market trend€?roactive and reactive ratluts of FTTR especially where wholesalecusedhave
business models thdb not dependn a premium. Thelgave longer paybacks, and lean far more heavily on
utilisation and opex efficiency than on néarmrevenue per line.

Europe needs toaaccelerate the rate at which access networks are being upgradedfiore

Europe is lagging behind the important international benchmark countries in FTTP deployments, and if current
trends continue, it will remain behind by 2025. Hillke coverage in Ewpe is not atow as it is in the USA,

but Europe has a lower penetration of NGA technology, largely due to the high penetration of DOCSIS3.0+ in
the USA. A significant proportion of broadband lines in Europe are legacy copper, including icolangées

such as Germany and the UK.

The situation in large parts of Europe stamdstark contrast to the situatiomany Asia Pacific countries

where FTTRalreadyconstitutes the bulk of fixed broadband infrastructBEI P rollout is booming across
emergingeconomies in Latin America, in South and Southeast Aisind fixed broadband takg, mainly on
FTTP, shows very strong growth rates. Indeed rhitiserto mobileonly operatos in emerging economies
recognise the opportunities that come frflone invedment, and their new fixed businesses are their growth
areasBetween 2013 and 201the number of mobile subscriptions worldwide grew 21% while the number of
fixed broadbandubscriptiong over half of which are alreadull-fibre i grew 58%.

As a result, the situation for consumers and businesses in Europe;impoparts of Europe could end up
with worse outcomes not only than technologically advanced economiedlik@ &hd Japan, but than many
much lowefrincome countriedJltimately, it is the European consumer or businessiesad that ends up
suffering from a latdibre deployment.

There are numerous significant sources of demanBT@P, and more generally giba-capable, networks.
However,FTTP uniquely provides the combinationfafh speed, reliability and low latentyat thehome and

office environmerg demandrull-fibre networks also provide an opportunity to enable the adoptiamleash

the full potettial of emergingapplications such asR/VR andloT. There is demand for these technologies from
numerous industries including education, healthcare and utilities, as well as from consumers and businesses
more generallyand there will undoubtedly be newpular and useful applications and eseses developed

within the expected asslkife of full -fibre networks Densefull -fibre networks are a key to unleashing the full
power of 5G, so the mobile user also has a stake in FTTP being more widely anddegliaijed.

GovernmentNGA roll-out policies in Europe have generally been favourable towards FTTP, but this has not yet
yieldedresults comparable with those of the Asian early movers. Sfibiarroll-outs have been largely

commercially driven. In orddor Europe to meet the connectivity demands of its consumers and businesses,

and for it to match the results seen in other advanced economies, it will be necessary to accelerate investment in
optical networks within the next few years. This report aimghtmw whyfull-fibre networks are important, why

they are the right option for future digital communication needs, and what practically can be done to break down
barriers to accelerated investment.
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4. FulHibre: the network architecture for the future

As discussed in the previous chapter, many European countries are likely to fall short of current EC targets for
VHCN accessThis chapter compardsill-fibre fibre networks to alternatives involving coppard coaxThis
chapter is relatively tectical; readers less interested in a detailed discussion of the advantagefilme

technology may prefer to skip this chapter.

4.1 Copper-and coax-basedtechnologiesface constraints

Copper anatablenetworks(coax)have a number of fundamental limitatgothat constrain tireperformanceA

fundamentalimitation is that copper and cable networks suffer from attenuation, so the speeds that can be

offered decrease as distance increases. In coritibastechnologies provide a significantly improved ranfpr
exampl e, GPONO6s range i speadibestandard2v@rkgneater.aCabte and copper

networks are also limited by the frequencies that can be used over each. The frequencies used on copper

hi ghe

networks can be increased, but thisaduces greater attenuation concerns and only shorter copper loops can be
used for newer copper technologies that can provide the fastest speeds likd@fdsay 6 s cabl e
networks use separate frequencies to transmit data on the downstregustegeimand this has led to

particular capacity constraints on the upstream. Moreover, there are also concerns that the frequencies being
used by cable networks are simply insufficient to meet capacity and peak speed needs.

Copper

broad!|

Copper acceleration technologies have evolved in recent years to provide higher bandwidths at generally shorter

loop lengths (see Figure 4.1).

Figure 41: Loop length and downlink capacity, copper broadband tenologies [Source: Analysys Mason, 2020]

A
FTTH
> 1000
- Fibre provides ultra-fast
1 broadband, which is not
distance-related (no
650 G.Fast meaningful loss of
106MHz performance due to
Vectoring technology distance)
increases performance
. 250 by reducing cross-talk
aQ across copper pairs
=]
= p
2 T VDSL35b
[<1] E -
& 100 supervectoring VDSL2 and G fast require
— short local loops to deliver
\ VDSL2 such performance
24 Due to the characteristics of

copper lines (length, wire
diameter), quality of service
(QoS) varies according to the

length of the copper loop

o —

0.0 0.5 10

© AnalysysMason Limited 2020

15 2.0 25 3.0 35 4.0

Length of copper local loop (km)

FulHibre: the network architecture for the future



FulHibre access as strategic infrastructurel 24

ADSL networks were traditionally deployed from oper af
enabled operators to extend the frequencies used for data transmission over the copper lines, typically up to

17MHz and less commonly to 30MHz. This alled operators to provide higher bandwidths, typically with

either FTTC or FTTB architecture. However, VDSL networks were still constrained by the mutual interference,

or cross talk, between copper lines in the same binder. The development of VDSL vedtoniag operators

to cancel this crosstalk and deliver higher data rates.

The most recently available copper acceleration technologies are VDSL35b supervectoring and G.fast.
VDSL35b supervectoring builds on the work of previous VDSL iterations, but@dstée frequencies used to a
maximum of 35MHz, up from the previous maximum of 30MHz, and also implements cross talk cancellation.
VDSL35b was designed largely to use with FTTC deployments. Telekom Deutschland in Germany is using
VDSL35b supervectorintp offer downstream speedd only up to 250Mit/s.

G.fast can also deliver high data rates over copper. G.fast allows 106 MHz or 212MHz frequencies to be used for
data transmission over the copper network and because of these high frequencies is parétigaited to
deployment over very short copper loops. The technology was initially envisaged to be deployed in conjunction
with FTTdppoint rollouts wherdibre is rolled out to points between street cabinets and subscriber premises
butit has also beeused with FTTC rolbuts.G.fast is likely to struggle to provideggregate (i.e. downstream

+ upstreamyjigabit speedsvenwhenusing 212MHZrequenciesand maximum speeds will be even lower

with G.fast 106MHz. Test results from Germany show thatsBifsing frequencies frod®@MHz to 212MHz

would not be able to provide gigabit downstream speeds even at loop lengths of 50m, although such speeds
wouldin theorybe possible on 50m loops if frequencies from 2MHz to 212MHz were beingTusae. is

however a difference between tabtoryenvironments and redife environments, where a combination of
decadesld degraded copper, cresgk between cables and mulgpunused irbuilding telephone sockets

combine to mean that lakatoryspeeds will never be matched.

There are further question marks around the completeness of standards for copper acceleration technologies.
The first volume of the recommendation for tAengfast ITU project was scheduled to be completed in January
2020. G.mgfastalso known as X&ast), which could use frequencies up to 424MHz or 848MHz, aims to
provide aggregate downstream and upstream bitrates dfiti®@verin-building copper and cxial cabling

This is still lower than the aggregate 20Gbit/s available commercially onrPX@$ networks todayAs of the

end of 2019, G.mgfast was supported by only one chipset vendor, and no equipment vendor has planned
investment.

There are also diffidties with multiple operators offering VDSL35b supervectoring or G.fastultiple

operators try to use VDSL35b supervectoring or G.fast from the same node then it may not be possible to cancel
the crosstalk between the lines used by the different tmperat least if the operators are using equipment from
different vendors. This might then entail deploying VDSL35b without vectoring which would have a negative
impact on performance. Such constraints do not exist in scenarios where multiple opepiigrE TEP to the

same premises.

Cable

Cable technologies will struggle to meet current and future speed demands fromerdosgra.y 6 s cabl e
networks mostly use the DOCSIS 3.0 standard. The most recent version of the DOCSIS starf@ie®l &

3.1, whichwas initially specified in 2013nd whichpromiseal bandwidths of up to 10@t/s downstream and up

to 1Ghit/s upstreamHowever,not only are these bandwidths shared but there are significant challenges in being
able to delivethese maximunsapacityfigures For example, the downstream frequencies on the cable network
can only be allocated to either DOCSIS 3.0 or DOCSIS 3.1 but not both at the sameéhtecheneans there
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will need to be a lengthy migration process before all downstream frequency resamrbesdedicated to
DOCSIS 3.1.

Moreover the capacity that DOCSIS 3.1 cable networks can provide is constrained by the frequencies being
used. If cable operators try to boost DOCSIS 3.1 capacity by extending the frequencies used on the downstream
and/orupstreamthis will have cost and tim-market implications because it may necessitate the replacement

of active components and possibly also passive components in thérfielder to further improve capacity

alongside a DOCSIS 3deploymentoperators could also aim to brifigre deeper into the network and deploy
distributed architecture such as remote PHMowever, this represents a significant change in network

architecture for cable operators vaiaising costs and increagj time to market.

A further challenge for cable networks is that standards work is incomplete. DOCSIS 4.0 promises symmetrical
downstream and upstream speeds oftfiti§thanks to thelynamicsharing of all frequencieger both

downstream and upstregmansmission. DOCSIS 4.0 would also allfvequencies of up to 1.8GHa be used,

an increase from the previous maximum of 1.2GHz with DOCSIS 3.1. However, the DOCSIS 4.0 specification
was only scheduled to be completed by CableLabs in early, 20@th hasmplications for how quickly

operators will be able to deploy the technology in the field.

For new networkanany cable operators have started to defubhyfibre networks (for example Virgin Media
in the UK), and a few, largely outside Europe, have atared to replace existing coaxial cable plant with
fibre (for example, Altice USA). Cable broadband subscriber numbers have stadtsdine especially in
countries with good FTTP coverage (for example in Spain and Switzerland) and cable openatdravi
incentives to switch tfibre either by converting their own plant, or by using an independent wholesaler.

Downstream and upstream speeds are a key component of fixed broadband performance, but stakeholders also

need to take the importance of lat&s into account as interest in latersensitive applications gronSTTP

deployments offer significantly lower latency than copper acceleration technologies and cable. For example,
todaydPRONKG@SEpl oyments can deliveparéadtteoc§gO,adichiseas GHhAa
considerably better than the 10ms that can be delivered over DOCSIS 3.1 cable networks. DOCSIS 3.1 has

improved latencies from the 100ms seen with DOCSISHifihere is still a considerable gapmparedo the

latencies that FTTP networks can provide. Moregykere is uncertainty around the latencies that DOCSIS 4.0

could deliverwhich adds to the risk afperatos investingin cable networks.

4.2 FTTP standard$iave a detailed roadmapand nextgeneration PONsystems are
being deployed commercially

Copperandcable networks suffer from performance limitations, and standards roadmaps for these technologies
are uncertaiin some casesiowever, FTTP is already able to offer symmetrical 10Gbit/s speeds (see Figure
4.2) and there is a clear roadmap for new standards. The roadmap for 25Gbit/s and 50Gbitxieaxnid

has commitment frorthe largestendorssuch as Huawei and Nok{ancluding pilot demosvith operatork

The supply chain fohigherspeed PON ialso rapidly maturing.

21 Remote PHY involves moving the physical layer of the cab&work from its traditional centralised location at the headend to
distributed locations at the network edge. Remote PHY systems have the potential to allow cable networks to deliver improved
capacity.
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Figure 42: Evolution of copper, cable wireless anfibre bandwidths [Source: Analysys Mason, 2020]
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launch gigabit FTTP retail offers. This is already a differentiator from cable and, in particular, copper networks.
GPON adequately serves most consumer needs. However, operators are also commercially deptoying next
generation PON techtagies, which can provide shared capacity of up to 10Gbit/s and 10Gbit/s downstream.
Some operators may look for a simple marketing differentiator, some may be anticipating future demand, and
some may go straight to 10Ghit/s technology in order to sawxapGPON.

Roll-outs of the asymmetric XB

ON (10Gbit/s downlink and 1Gbit/s uplink) were limited, but interest has

picked up significantly with the development of the XBSN standard, which provides symmetrical 10Gbit/s
speeds. XGFON was standardisday the ITU in 2016. The IEEE has an alternative set of standards for PON,
including the 10Gbit/s 10GEPON, which has also been deployed commercially, for example in South Korea.

Equipment built to this set of standards has been deployed mainly in Astzaseden little traction in Europe,

where the ITU standards are almost invariably the ones used.

Many operators that have upgraded to X&3N have done so by cutting tfilere in front of the OLT over to a

socal |l ed 6combo

6 or O¢nate asvegulasGPON noWwhuiTase XB8SNhready emeanipge

that an operator has only to swap out the transceivers to deliveiPXdBSunctionality. Some operators
deploying XGSPON are looking for benefits beyond broadband. Faster network technology cdal&iso
enterprise services and smedlll mobile transport services, and by delivering these over the same PON network
it can save the cost of building out those networks separately. Yet others may be lookingROXG& deliver
services deep into a faey or a campus environmerseg belowrigure4.3).

FTTP operators also have the option to deploy NGP®#ih includes TWDM PON and WDM PON.
TWDM PON, which was standardised by the ITU in 2015, can provide the equivalent of up to fRONX®@r
four XGSPON overlay systems within a single PON netwdirkloes this by allocating a separate wavelength
on thefibre to each of the systemaltice and Verizon appear to be the ohlyo operators deploying TWDM
PON in any volumevhile there is growing interest in XGSON rollouts WDM PON was also standardised as

part of NGPON2 in 2015I'WDM
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wavelengths for separate functions (for example, residential broadband, enterprise connections and mobile
transport) or for separate retail service providers, but there is aaffdoitween the expense aofieable lasers
and the additional value that TWDM brings.

There is more commercial interest in extending the bandwidth of fixed wavelength PON technologies. The
future roadmap for FTTP could include solutions that offer 25Gbit/s capacity. For EPON apevaioh are
largely foundin China, Japan and South Koréze IEEE 25G/506PON standard was scheduled to be
completed at the end of 2019. There is also ongoing work to develop 50GP®NTIU begarihe
standardisation procefs this technologyn Felruary 2018 and is expecteddomplete itin the first half of
2020. The technology would proe&0Ghit/s of capacity over a single wavelength. The target timeline for
commercial deployments of the technology is 20§ure 4.3 demonstrates some of thatfires of different
FTTP technologies.

Figure4.3: SelectedPON technologiegSource: Analysys Mason, 2020]

GPON XGPON1 XGSPON TWDMPON 50GPON
Downstream peak rate(Gbit/s) 25 10 10 nx10 50
Upstream peak rate (Gbit/s) 1.25 25 10 nx2.5 or nx10 50
Reach (km) <20 <20 <40 <40 <40
Standardised Yes Yes Yes Yes Expected in 1H2020

Note: n refers to the number of wavelengths being used in a TWIPI@N systemT o d ay 6 s ¢ 0 mmRON c)istanhs use M M
wavelengths. nx2.5 refers to when the TWDMON system is using XGPON1, nx10 refers to when the TWBON system is
using XGSPON.

These potential future speeds put FTTP well ahead of what copper and cable networks will be able to provide.

Importantly, all of thes@ew fibre technologies do not require alteration of the existing optical distribution
network, considerably simplifyinghe roadmap for their deployment. This is a hugely important differentiator
compared to copper and cable networks. For example, if an operator that has deployed G.fast also has VDSL in
the same arethen the frequencies being used by VDSL, typically 17\V8@Hz or 35MHz, will not be

available for G.fast, which wilimit G.fast eneuser bandwidths. As discussed above, DOCSIS 3.1 can use the
same frequencies on the upstream as DOCSIS 3.0, but it cannot do so on the downstream, which again places
significart constraints on endser downstream bandwidths.

In fact, all the ITU standardised technologies can coexist on the same pfigstoaithout implications for the
bandwidths that each technology can provide. This serves to smooth the migration proegsgeioeration

FTTP technologies (see Figure 4.4). Hence capacity upgradiésemwhen and as they become necessary, will

be two orders of magnitude per Mbit/s less than previous upgrades of broadband, and an order of magnitude less
than for any competg medium.

An optical distribution network has a book adffetof 30 years (its actual asdée will probably be longer)

and will be used for multiple technology generations. Therefore, it is important to think of the passive optical
distribution netvork i thefibre itself i not as a technology, but as national infrastructure on whicdf ik

most advanced and capable network technologies of the coming decades can be placed. It is therefore of
national strategic importance; therefore any call fdslio investment is not simply another call on public funds
to help bridge a digital divide for yet another bandwidth tarfeis is not always fully grasped by policy

makers.
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Figure4.4: Example of aggregation of different PON technologies on the same PON network [Source: Analysys Mason,

2020]
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The contrast between the copper and cable ecosystems on the one handilarecctasystem on the other is
demonstrated by the number of players that are active in ElaelRPON equipment vendor and chipset
ecosystems are vibrant and home to a signifinamber of playersvhich will help to drive innovation in the

future whiec ont i nui

ng

to support

A puenbeadf rmajosequipment ventarsn g

including Huawei and Nokia are focusing investment on-8B@/N and 25&@ 0N, and also fahe future,
100G PON.The copper and cable ecosystems terfthtefewer equipment and chipset vendavbich has
cost implications for operators and leaves question marks around future support for ofsratbigure 4.5).
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Figure4.5: Number of vendors in thecopper (G.fast), coax andPON equipment and chipset ecosystems, December
2019 [Source: Analysys Mason, 2020]
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4.3 Growing numbers of operators are focusing more of their attéon on FTTP as capex and
opex benefits become more apparent

Operators worldwide are beginning to realise that continuous incremental improvements in copper and cable
technologies will not save money or be sustainable in the long term. In many cassss peokt, the argument

for FTTP is simple: a competitor is building FTTP and offering it at a low price, so anything other than FTTP is
out of the question. But even where that competitive pressure does not exist, the total cost of accelerating the
legacynetwork can be high.

Copper

Copper acceleration technologigschnologies faster than VDSLBavestruggled to make a significant impact
on the marketboth VDSL35b supervectoring and G.fhatve failed to generate many larggale deployments
VDSL35bsupervectoring is being used bgutsche Telekom in Germany and some of its other subsidiaries in
Europe (notably Greecend G.fashas been deploydaly Swisscom an@penreachalthough the kber has

already refocused away from G.fast to FTTP

A muchmore pronounced trend is that operators that initially focused their attention ofi ¥IDBC roll-outs
are now seeking to upgrade these networks to FTTP. Examples of such operatorginiciudeand,
Openreactin the UK, Proximus in BelgiunTelecom ItaliaSiminn in IcelandandBell and Telus in Canada.

The growing trend of migration from FTTC to FTTP reflects a decline in interéisréato-the-distribution
point FTTdp and FTTB architdare. In theory, such architecture would be well suited to G.fast deployments,
becausé is optimised forenvironments with very short copper loops.

However, a number of challenges have made it difficult for operators to fo¢uBToip and FTTB architecire.

Not all countries have legacy distribution points where the copper cables can be accessed. In such cases, if
operators want to use &T Tdparchitecture they may be required to construct a chamber to place the
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distribution point unit and this could &by cost a few thousand dollars. It is noteworthy that Swisscom, which
has rolled out somETTdp has access to legacy manholes where it can access the copper lines.

Another challenge is that some legacy distribution points may also serve a very loer miipizmises, which
pushes up costs per premises passed because it necefiisitabesng rolled out closer to eadser premises

and because it pushes up the cost per port of the active equipment. It is certainly conceivable that G.fast costs
per premses passed could significantly exceed those of FTTP when G.fast is deployed to very small nodes. In
theory, G.fast allows the end user to gettall, as with other xDSL technologies, but this cost advantage is
negated if the cost per premises passedtisally higher than that for FTTP. Hence it is likely to be preferable

for operators to choose the lower costs per premises passed of FTTP compared to GHaStdpitin FTTB.

This is because FTTP upfront costs will be lower and the lower connectisrf@ogtfast will be contingent on

the operator achieving significant talgp rates, which implies that G.fast is a riskier deployment option.

For greenfield deployments copper cabling is still often deployed for backwards compatibility reasons, but
coppercabling itself is actually more expensive tH#me cabling.

Cable

Cable operatorthat areupgrading to DOCSIS 3.1, or in future DOCSIS 4.0, will also face significant cost

hurdles. For example, if cable operators wish to implement DOCSI@dhdside an extension of the upstream
frequencies to 204MHz then amplifiers may need to be replaced. Extending the upstream path to 204MHz could
also introduce costly logistical challenges centred on the possible need to replace legchmeats as Weas

the need to manage possible interference with aeronautical systems. In aifiditiamstream frequencies are

to be extended then both active and passive components in the field may need to be replaced. The large number
of passive components in tfield means that if these are to be replaced operators might need 3 to 5 years to
complete the upgradés with copper acceleration technologiepeated incrementaktwork upgrades have

the potential to increase overalipexcompared to a single invesént in a fulifibre physical plant.

Copper and cable networkave significant capex challengbsit are difficult to resolvéout FTTP isbenefiting

from the cost advantages brought about by lagge deployments. Widespread FTTP deployments have

helpal to bring down the cost of OLTs angtical network terminalSgNTs) through the exploitation of

economies of scale. New optical distribution network solutions can also serve to reduce the time taken to both
pass a premises wiftibbre and to connect it. Hese innovations reduce the amount of manpower required for

fibre roll-outs and so malt in lowercapex

Cable and copper technologies also face major disadvantages compared with FTTP in terms of opex. Fault rates
on FTTP networks are lower than on other networks: deled has noted that fault ratesfide are at half the

level of those on copper. Compdr® copper cablefibre-optic cables are also thinner and lighter in weight.
Fibrewithstands more pull pressure than copper and is less prone to damage and breakage, which can also help
to reduce maintenance opex. Unlike copper and dia®,is noiseproof and not susceptible to electro

magnetic interference. PON signals are native digital, whereas on copper or coax all signals are in
electromagnetic waves. Copper cabling has a scrap value, wfibreasbling has none, and theft of copper

cabling is another factor pushing up copplated costs in some regions.

Annual operations and maintenance spending per mile of outside plant could be around USD18 for cable
networks compared to just USD?2 fidsre networks. Copper networks are also costly to maintain, which is

driving operators to start the process of decommissioning them. In 2013, Verizon estimated that it spent more
than USD200 million per year on maintaining its copper network in areas whedeavérbuilt its legacy

network withFTTP. Over time, the cost challenges around maintaining copper and cable networks are likely to
worsen as more operators decommission these networks and it becomes harder for the operators continuing to
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support them tdind the necessary equipment and workforce to do so. It is worth noting that the burden of
regulation relating to the decommissioning of legacy networks and the migration of customers to new networks
varies greatly between jurisdictions and this meansstirae countries will experience the benefits of migration

to full-fibre sooner than others.

FulHibre networksuse less energy than alternatives and fit a green agenda

FTTP-based broadbandgses less energy tharnreline alternativesFor indoor mobilejt makes environmental
senseo move togreerer fibre and lowpower indoor wireless

1 Because of the passive nature of PON FTTP networks, there areayegs compared to copper and cable
networks, which rely opoweredactive equipment in the field, such as DSLAMs in street cabinets and
coaxial cable network amplifierBONs have no powered equipment in the field.

1 Furthermore, moving to a fuflbre network and decommissioning the copper network allows operators to
consolidate their central offices, again reducing energy consumption.

1 In addition, energy consumption per line from central office equipment for both GPON an8&S $olt
outs is only arond a tenth of that for the copper acceleration technologies VDSL2 and G.fast and for
DOCSIS 3.1. A significant contribution to that lower cost is that optical equipment requires no cooling.

Overall, the potential for an operator to reduce its energy cgatgmfrom the migration to FTTP is
considerable. For example, Telefénica has noted that it has achieved absolute energy savings of about 60% by
decommissioning copper networks and shifting to FTTP GPON.

However, seen from an overall environmental petspecany comparison of the energy consumption of
different technologies also needs to take into account energy usage lseentdvices. On a broad level, FTTP
GPON home gateways fare well from an energy consumption perspective compared to coppatiacceler
technologies and DOCSIS 3.0 cable customer premises equipment (CPE), althouBIOX&SE NGPON2

CPE have somewhat higher levels of power consumption. The European Union has a Code of Conduct on
Energy Consumption of Broadband Equipment that apmiésth when devices are idle and on. The permitted
maximum values for 2018 are shown in Figure 4.6.

Figure4.6: Powervalues forhome gatewaycentral functions plus WANinterface, 2018 [Source: European Union Code
of Conduct on Energy Consumption of Broadband Equipment]

Technology Idle state (Watts) On state (Watts)
GPON 3.0 3.3
XGSPON or NG°PON2 35 6.0
DOCSIS 3.0 (basic configuration) 5.2 5.7
G.fast 3.2 3.9
VDSL2 35b 3.8 4.4
VDSL2 (not including 30a or 35b profiles) 3.0 3.7
ADSL2+ 2.0 2.4

Usingfixed wirelesgechnologyto deliver high hundreds of megabits per second, or even potentially gigabits
per second, directly into residential and business sites is generally more-iateangive, especially in cases
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that utilise millimetre wave frequencies to deliver gigabit @mgggabit speeds. Even where it is possible to use

indoor mmWave CPE, the energy levels required may be extremely high in order to maintain a 1Gbit/s

connection. The maximum permitted power leveldiochindoor CPEnN the USA is 55dBmwhich is the

equval ent of around 300W; this would add significantly

Notwithstanding its superior performance, a combinatidiulbffibre and lowpowermode WiFi 6 represents a
more efficient and a greener way to connect wirelessly in th@frefovironment than mobile.

The energy efficiency dill-fibre is important in its own right, but it is given a spur because governmental

bodies are placing increasing emphasis on green tdogetsnbat climate changEhe EUb&s Gr een Deal
aim toraise the share of renewable energy to 100% by 2050. There is also a target tgneghloeuse gas

(COze) emissions by 5B5% by 2030 compared to their level in 1990. A further proposed target aims to

increase this reduction to 100% by 2050. Operatibes) thave their own targets to reduce£@missions,

which can be seen alongside the EUb6s targets in Figu

Figure4.7: Selected Scope 1 and 2 Ct& emissions targetsand EU 2030 targets [Source: Analysys Mason, 2019]
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Note: The baseline for each target has been plotted against the implied value in that year of the EU target.

European operatadScope 1 and 2 CO2e emissions fell by about 9% in 2018 over 2017, whesitasaay
consumption rose 5%.Many operators have switched their energy contracts to réheswppliers, but more
surefire and direct wagto help to reduce carbon emissi@nsto reduce energy consumptiand direct
emissions from property and plant. A switcHub-fibre networks achieves both of these ends.

22 ETNO Sate of Digital Communications 2028ttps:/etno.eu/library/reports/90 -state-of-digi-2020.html
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4.5 FTTP networks offer ultdow latency which makes them suitable to be used alongside-Wi
Fi 6 and 5G

FTTP also offers important advantages whersi@ring the implications of advances in wireless technologies.
Both Wi-Fi 6 and 5G promise significdptiower latenciegcompared to legacy wireless technolodiesthese
improvementsn latencieswill be negated if fixed access networks and mobile bagkhnd fronthaul are

unable to also provide low latenci€ésbreroll-outs can help to avert this threat.

As 5G rollouts gather pace, over time there are likely to be growing numbers of virtual RAN deployments

These reduce costs by centralising procgsiinctions (potentially in the cloud) and by reducing the

complexity of the equipment deployed out in the RAN. If the higher frequencies typically being used by 5G and
growing data traffic lead to a need for significant cell densification, then viriisll\&lIl be needed to control

the interference between cell sites. Virtual RAN deployments can also help to maximise the commercial benefits
of 5G by allowing operators to deploy etwlend network slicing. Virtual RANs have a number of potential
configuratons, but what they all have in common is a requirement for far higher levels of transport bandwidth.
Unlike with conventional mobile backhaul,-salled mid and fronthaul transport bandwidth requirements

grow not with the level of traffic, but with thecreased radio frequency bandwidth and the number of antennas

in antenna arrays. XGBON can handle todayds conventional backhau
required in the near future. Moreover, fronthaul connections wegjdire something like nxeamum 25@ s

latency, which would be only really possible wiitbre.

A further driver for FTTP is tagrowing number of consumer and enterprise applicatlwtsequire very low

latency levels. Advanced virtual reality, which might involve the us&/ieF i 6 in a consumer 6s h
require round trip latency of less than 10mkich would be challenging for nefibre access networks. Online

cloud gaming could also have stringent latency demands of less than 15ms. The lower latencies that FTTP can
provide could also open up new opportunities for differentiation in the consumer nBoket-TTP service

providess have started to provide packages targeted at gantéch offer guaranteed latencies to specified

gaming servers. If the latencies promised notachievedthen endusers can receive compensation.

Fibreis also likely to be required to deliver on the promise of 5G in industrial applications. Smart manufacturing
applicationgboth machine control and machine analys@)ld have even mordrgent latency requirements

than in the consumer market. This could mean that latencies of as low as 1ms would be vegjahredould
necessitate the usefifre, where requireth conjunction withow-latencywireless network

With or without a wiréess edge (WFi 6 or 7, 5G or 6G), all optical networks deliver on ultrey latency for
immersive video conferencing and telducation. Where remote human control of body movement is essential,
as in telemedicine fibre becomes a necessary and suffitieondition for ultradow latencies, whether the near
and remote machines are connected directlfiivg or they use a wireless edge. Visual response time is about
10ms, but a tactile response time is lower still, certainly below 5ms.

The development daf single physicdibre infrastructure that is capable of providing residential and business
FTTP connections as well as mobile backhaul and fronthaul also has significant cost and energy consumption
advantages. The development of such an infrastruaurewes the need for wasteful duplication with separate
networks.Integrated fixed and mobile operators that rollfdare for fixed broadband access networks and also
use this asset for the densification of their cellular networks have the potentfertaroénhanced mobile data
experiencahatcould also deliver revenue benefithile ensuring that network costs do not spiral as traffic

grows.
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In contrast, operators that rely purely on cellular networks to provide both mobile data and residential broadband
FWA connections may find it difficult to compeddfectively in the fixed broadband mark&hey will face
increasingcosts as the need foeltular network technology upgrades, more spectrum or cellular network
densification becomes more apparent.

FTTP networks can be extended to thend-user terminal with passive optical LAN
deployments

FTTP also offers the advantage of extensibility becaassive optical LAN deployment can extdilmte to the
room in residential premisefihre to the desktop and access points in office environmgints to the

electronic classroom whiteboaffihre to the medical devicdibre to the factory machirire andfibre to the
shopfloor in industrial environments. Passive optical LANs could be integrated with FTTRtsIfor

example, in residential environments operators could deployptwer budget mini PON devices. Such devices
include an ONT to termina thefibre signal coming into the home as well as an integrated mini OLT to then
distribute the signal across the passive optical LAN to edge optical network units (ONUS).

Passive optical LAN deployments hold a number of advantages over traditional-beppd LAN

deployments. Partfahe advantage dibre LAN deployments is that they provide high bandwidths that are
scalable over timegsPON passive optical LAMeployments cadeliverup to 2.%5hit/'s downstream speeds to

end users and this figure caasily beincreasd as nexgeneration PON technologies can deliver at least

10Ghit/s downstream capacity. These high speeds could be advantageous in office and industrial environments
where the use of cloud applications is growing. Furthernfitire, LAN deployments can benefit from the low
latencies thafibre can provide, which could be important in office environments as well as for industrial
applicationsFibre LANs could also deliver benefits to enterprises because they provide opportunities to offer
service level agreements (SLAS) for cloud services that stretch all the way to the desktop.

Passive optical LAN deployments also offer the potential to delivecegbopex and capexafsive optical

LAN roll-outs are not as widely deployed as traditiabai5/6LANSs, but they are based on mature Pfilixe
technologieghat arealready rolled out to hundreds of millions of homes and businesses wor|dvhiida

means they enjoy the castlated benefits of a mature ecosystem. Anotherreteted benefit ofleploying
passive opticdlANs is thatthe upgrade to a nexgeneration BN passive optical LAN would not entalil
replacing the existinfjbre cabling or the existing centralised access naden where the enterprise hasnt
to-pointfibre-based LAN, a passive optical LAN has significant cost and space advantages because of its
passivepoint-to-multipoint architecture.

Passive optical LANs can reduce opex by cutting energy consumption because they do not require any active
devices betweeré OLT and ONT nor do they require any cooling. This is a significant difference from
traditional LAN switch configurations. In these traditional LANSs, active aggregation switches are deployed
between the central switch and the end user, and these swiggheesooling, which increases the energy
requirement. In larger business environmgnéglitional LAN equipment needs behousdin a separate

room Passive optical LANs can help to free up office space because only passive splitters, which do not need
cooling and are smaller than traditional LAN aggregation switches, are needed between the OLT and the point
where thdibre terminates.

A further costrelated benefit of passive optical LANSs is that they decrease capex because copper LAN cables
are mucHarger in size. In a traditional copper LAN, however, cabling is point to ,pamtt may need constant
labourintensive reconfiguringPassive optical LANs offer flexibility in that they allow peiotmulti-point

cabling so a separatiébre cable need ridoe deployed between each end point and the OLT.
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Full-fibre local networks, whethgrassiveoptical LAN or switchedoptical PTP technologyprovide the best
possible infrastructure to support future industrial applicationgarticularthe industriainternetof thingsand
more broadlynew industrial processesommonly referred to as Industry 4id¢luding industrial applications
of artificial intelligenceand scientific computingexampleof this type of useaseinclude machinesat
predict failure and trigger maintenance processes automatadigelf-organised logistics that react to
unexpected changes in prodoctiThe alvantages of entb-endfibre within business premises over copper
Cat5/6 are similar to those thewide area, namely high bandwidth, low latency, high reliability, adélitalio
multiple protocols and lower casiand flexibility over a distance of up to 40km

Figure4.8: Exterding full-fibre connectivity into the business premisg [Source:Huawej 2020]
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4.7 Fixedwireless access (FWA) can work as a fast remedystume digital divide
challenges

The launch of 5G networks starting in late 2019 has triggered interest in the poteh@ahetworkgo serve as
a complement téull -fibre fixed networksthat isin fixed wireless modeespecially in rural areas

Mobile networksremaina shared medium, and performaatso dependsn thedistance from théase station
andonthe physical and built environment. 5G typically utilises higher frequencies than earlier generations,
which means lower propagation characteristicaking them more difficult to use with indoor CREperators

can reserve spectrum for FWA to hédpreseve QoS, and in the future they will be able to create discrete
slices optimising resources for FWA and mobile. Nevertheless, operators have to balance their total spectrum
resources between mobile and FWA, and this erddiladeoff between shared coshd lower performance.

From a technology perspecti®G FWA falls into two distinct types, depending on the spectrum used.

1 C-band (3.4GHz3.8GHz): this kind of deployment will typically be on current mobile macro¢slsich
lowers the costMany early5G launches using this spectrum included FWA services. Heggieeshave
so far beemarketed at speeds fromiBD0Mbit/s downlink Higherspeed tiers may become more difficult
to maintain as the subscriber base grows. Most FWA networks using thizispband are TDD, and this,
as well as power constraints on emskr devices, mean thailink speeds significantly lowerthan the
downlink.
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1 Millimetre wave (26-28GHz and 39GHz):this kind of deployment usdsgh-capacity highfrequency
bands that also require smaller radius cells. These would typically be placed at-aitdrdestance of
400m on utility poles or similailhis makes using mmWave a more expensive option tHasand.Typical
downlink speeds coulpotentially reach over 1Gbhit/s, but this will dependharingline-of-sight, and in
most cases adequate access will require outdoor antennas and a wired connection through the building wall.
Uplink speeds will be much lower. Verizon has had a commeieigice formore than Year and
currently markets it as o6typically 300Mbit/ sb.

Unlike copper and cable technologies, 5G standardisation has a long rodtim&® ecosystem is also very
powerful and benefits from huge economies of sealfech drive dowrcosts.However, in pure capacity terms,
5G is likely always to be many years behind PON technologies. As it usesigher frequencies for gigabit
type access, and the amount of additional bacKitaelincreases, any cost advantage over FNiTRend to
erode. Even when less expensive in capex terms, wireless technologies will always have highendpEkR
and they will be less energpfficient, especially at higher frequencies.

FTTP is the ideal option because of performance andtemngtotal cost of ownershigregimes such as the
French government are committed to 10f8te coveragebutmanywill face competing demands on budget,
and will accept that 100% FTTP coverage isinomediately viableForthose governmentsith such
budgetary constraints or for thos@ning to have a faster remedy to address their digital gap challéhgess,
will be a case for usingublic money to subsidisgG FWA as a workaroundin some of tk leasipopulous
areas where the economics of FTamemost challengingOverall, br wide-area coverage on macrocell
infrastructure, the capability of 5G FWA means that Féghed connectivity can be provided at a lower cost

than FTTRn somecircumstancs , particularly where ther® are 6cluste

23 hitps://www.analysysmason.com/Research/Content/Whitgpapers/broadband-challengesopportunities/
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5. FulHibre networksas strategic infrastructure 6
examples fromthe APAC region

The previous chapter found that there is a strong case for prioriiigisftore access over the alternatives. This
chapter looks at international best practiceelivering this objective.

Many advanced economies in the APAC region, alréagea highlevel of FTTP coverage. In nearly every

case, this has been facilitatedddgar and ambitiougovernment policy andonsistentegulatory practice.

Those countries with good coverage in Europe have also benefitted from clealaexkecuted policyOnthe

other hand, FTTP rolbuts havébeen late to get going several developed countries, including the USA, as

well askey European markets such as Germany and the UK. FTTP commercial activity has increased in the UK
in the last 24 monthgnd Germany ithe last6 months,and this is to be welcomed, but without firm policy

direction this commercial enthusiasm carries its own risks.

In generalputcomedave beeipositivein countrieswhere it is treated astrategic infrastructucelt is worth
unpackng what that means.

1 First, it is strategic, a matter of national economic importance, not because every country can be a digital
leader, but often only because no country can afford to be left behindroraasinglyinterconnectednd
digital world.

1 Second, it is infrastructure, not technolqugr se but the underpinning of future communications
technologies and the whole digital economy that relies on these. Policy thfibiseas infrastructure is
not, therefore, the same as a policy that seeks to even up fixed broadband access speeds across a digital
divide. The key difference is that an infrastructure policy wouldfskdibre networksas a strategic
necessity for, say, Hah century, whereas a broadband technology policy woulfitseeandor its current
quasisubstitutes as a necessity floe nextl0 years at most, or until expectations have outgrown the
original target.

In this chapter, we examine successful broadipatidies in several countries, beginning with examples from
SingaporeNew Zealand, South Koremd China
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5.1 Case study:SSingapore Government regulation and investmenbave led to universal
FTTP coveragand enviable levels of highelayer competition

Therolllout of Singaporeds Next Generation Nationwide Bro
and rapidly resulted in universal coverage of FTWRltiple internet service providers offeff TP plans from

100Mbit/s to 10Ghit/sBeing a city state with high population density, Singapore is not burdened by some of

the challenges that fadell -fibre deployments in many other countries. Nevertheless, the positive results and the

speed with which they were obtained make the case of Singapore an irestonetivn urbafibre roll-out

policy. Figure 51 illustrates how coverage and talgp of FTTP have expanded in Singapore.

Figure 51: Percentage of premises passed bgnd connected to FTTP in Singapore, 2082019
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Singapore recognised the strategic importandaliefibre networks as longerm national infrastructure,

enabl i ng the ¢ outoeéxpapdns pravidiggithe méansdoc significamtyeconomic growth. The
government responded to the requirement for network upgrades with public investment in thdayassivel

a coherent rolbut strategy. The policy mandates a tHager pen accedsndustry structure, separating
responsibility for the passive infrastructure, active infrastructure and provision of retail services. This policy is
intended to encoage competition and allows the regulator to determine the mostffestive wholesale

prices.
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Figure5.2: The Singapore thredayer model [SourceAnalysys Mason]MDA, 2020]
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In Singapore, the deployment and operation of the passive and active layers of the network are structurally
separate, being carried out by sepagatities?4 A single network company or NetCo, NetLinkTrust

responsible for the passive network infrastructure (including ducting andild@jkandleases its infrastructure,

at regulated rates, to active infrastructure companies or OpCos, which are responsible for active network
infrastructure (for examplawitches and routershccording to NetLinkTrust, 11 active OpCos use the passive
network. The OpCos can sell direct to ersgrs, or sell on again to retail service providers. One OpCo,
NucleusConnect, a subsidiary of second entrant StarHulpnigasaly designated aaregulatedactive

wholesaler, anit still has a bitstream reference offéfe understand that the commercially negotiated

wholesale agreements have all but displaced the regulated offer, a wholly desirable outcome as the market now
has ompetition between active wholesalers and an uncountable number of retail providers at the service layer.

The government provided funding amounting to SGD750 million (EUR502 million) to NetLinkTrust, to assist

in the rollout of the passive infrastructldeSi ngaporebdés high popul ation densit
environment for rapid deployment, ralts were also aided by the presence of existing ducts and manholes.
Additionally, the network and operating companies were subject to universal seriizdions, and in order to

encourage takap, NetLinkTrust was required to waive all installation fees for building owners when their

property was first passed by the network.

24www.ituint/net/wsis/stocktaking/docs/activities/ 1291981845/Towards%20a%20Next%20Generation%20Connected%20Nation_
Singapore.pdf

25 hitps://www.dbs.com/aics/templatedata/article/g eneric/data/en/GR/042019/190424 insights_Singapore_telco_sector.xml
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5.2 Casestudy. New Zealand The UltraFast Broadband (UFB) initiative has achiegle
high coverage and takeup in a sparsely populated country

Announced in 2009, d efplHiorgneteanktunderthe Bltefrast Bfoadband (WEBY s
initiative began in 2012, with the initial aim of achieving 75% FTTP coverage by 202909, New Zealand

had 50% FTTC/VDSL coverage with regulated bitstream wholesale, and one very small cable operator covering
only 8% of premises nationally.

In 2017, the FTTP target was expanded to 87% of the population, to be completed by 2022. As ajfthe end
2019, the UFB initiative had achieved 77% coverage, slightly ahead of its target. This is a particularly high
figure for a sparsely populated country with a very low proportion of MDUs among the housing stock.
Figure5.3 shows FTTP coverage and takgin New Zealand in the period 2002019.

Figure5.3: Percentage of premises passed bgnd connected to FTTP in New Zealand, 2062019
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The UFB initiative was supported by government investment of NZD1.5 billion (EUR950 million), to

suppl ement while fAneither discour agdintlptitosuppt ubst it ut |
deployment in areas in which the business case is weak. The investment takes the form of ainaatkrast

paid to operators tsubsidisehe network rollout, to be paid back in 203Bhe government expects

NZD550million of the total to be paidark by 2025.

To manage its investment, in 2009 the government created GitwaHoldings (now Crown Infrastructure
Partners), a stat@wnedholding @mpany. In 2011, CrowhibreHoldings tendered UFB partnership contracts

to become sealled locaffibre companies (LFCs) whose responsibility was to build and operate FTTP

networks. A condition was that these entities should be wholesbjeln order to be able to participate, the
incumbent operator Telecom New Zealand voluntarily structurally separdtgd 2011 into the wholesale

only network operator Chorus and the retail provider and MNO Spark. Chorus maintained responsibility for the

26 https://www.crowninfrastructure.govt.nz/media/4824/invitation to-participate.pdf
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existing copper network nationwide. Responsibility for the greater part of the FTIdtrolas secured by
Chorus. Alditionally, about 30% of the deployment was carried out by three othefitoeatompanies.

The UFB networks were constructed with a PON architecture for residential customers, witb-point

access available for businesses and other institutivasldition to its coverage targets, the UFB initiative

aimed to provide all businesses, schools and health services with FTTP by 2015. The government has also taken
steps to facilitatdibre deployments by streamlining the consent process for installatishared premises.

Operators have provided the option for-prstallation offibre into newly built real estate developments, to

accelerate takap of the FTTP network.

TheLFCswere initially mandated to provide Layer 2 bitstream services to ISPis vimg built into their

contracts that they should also offer Layefiliré unbundling) as of 2020 his obligation, which allows

operators to install their own active equipment (with potentially higher speeds than the GPON initially deployed
by all of the localfibre companies), provoked some of the LFCs to add-gereration PON technology (XGS

PON and TWDMPON) to the bitstream options on their networks.

The Rural Broadband Initiative (RBI) aims to provide higleed broadband access to remote aneakich

UFB roll-outs are not planned. Using a mix of technologies, the RBI aims to ensure that 99% of the population
has access to broadband with speed of at least 50Mbit/s by 2025, with the remaining 1% having access to at
least 10Mbit/s broadbartd.This initiative has received public funds amounting to NZDd8lion.28 The

deployment has been carried out by fixed and mobile operators, including Chorus, which has extended its fixed
network into rural locations, and Vodafone, which has built and updealetowers to provide FWA coverage

in rural areas. This strategy is cheaper per premises passed than deploying FTTP to the entire population, but it
does not provide subscribers in rural areas with the various benefitsliofibre network.

27 https://ufb.org.nz/initial -ultrafast-broadbandprogramme75-complete/

28 hitps://www.mbie.govt.nz/science-and-technology/it-communicationsand-broadband/fast-broadband/broadband-and-mobile-
programmes/
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Figure5.4: Public subsidy per premises passed, New Zealand, UFB, UFB2 and RBI areas [Source: Analysys Mason,
2020]
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Takeup of FTTP has been significantly higher tHarecast at the outset of the project, and by the end of 2019
was above 60% of premises passed in most of the larger cities. Usage per connection is also extremely high by
global standards, reaching 341GB per month per line on the Chorus FTTP netwonk 2018.
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5.3 Case studySouth Korea Fibre-based broadband strategy dates fromas far back as
1994 but it is no longer the frontrunner in the region

Figure 55 illustrates how coverage and talge of FTTP have developed in South Korea in the pet@fi@

2019. Coverage is still only 50%, although talein those covered areas is 75%. A high proportion of South
Koreans live in apartment blocks, and most apartment blocks still rely on LAN ofcalatdrastructure within
the building rather thafull -fibre accessetworks LAN infrastructure can support gigabit speeds but has
drawbacks in terms of energy, space and maintenance. A small proportion of apartment blocksSelytion a
Korean proprietary copper technology G.hn (branded as GiGA Wire)hwhgimilar in performance to G.fast.

Figure 55: Percentage of premises passed bgnd connected to FTTP in South Korea, 2082019
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Sout h fbepdic &as established as far back as 1994, when the government launched the Korean
Information Infrastructure (KII) initiative, with the aim of building a nationwiithee network. This was carried
out in three stages. In the first stage, the governmeested KRW18 trillion (EUR17 billion) in constructing a
nationwidefibre-optic backbone and metfibren et wor k. The aim of this was to f
fibre broadband to government buildings and schools across the country. Followitigethisyernment
encouraged operators to expand broadband coverage to homes and businesses, including degdibyeriant of
the access layer. This was a puiglidvate joint endeavour, involving public investment in the form of loans of
KRW1.4 trillion (EUR1.3 billion) and private investments amounting to KRW11.4 trillion (EUR10.8 biltfon).
The government alsocentivisedbusiness takep by applying a tax exemption to small and medgired
businesses equal to 5% of their investment in broad@atuitionally, the Kl initiativeconductedesearch into
gigabit network technology, with public and private funding.

The KII programme was followed in 2004 by the Broadband convergence Network (BcN) initiative, and in 2009
by the Ultra Broadband convergence Wetk (UBcN) initiative, each with the aim of expanding NGA
coverage, with a lonterm preference for FTT®.In bothprogrammesas with the second phase of the Kil

29 https://www.anacom.pt/render.jsp?categoryld=340674

30 https://iwww.itu.int/dms_publ/itu +/oth/0A/OE/ROAOE0000380001PDFE.pdf.
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initiative, most of the investment came from private souirdes example, while the govement contributed

KRW1.3 trillion (EUR918 million) to the UBcN initiative, KRW32.8 trillion (EUR23.2 billion) was intended to

be contributed by operators. The UBcN initiative aimed to provide download speeds of 1Gbit/s across the

country, to be achieved expanding coverage 6TTP.Sout h Kor eads policy has been
operators as the primary instruments of network deployment, with only apsogdttion of investment in

NGA roll-outs coming from public sources, taking the form of-laterest lans and tax subsidies.

Around 97% or 98% of Koreans have access to gigabit speeds, but the policy has not entirely succeeded in
pushing universdull-fibre networks. Iabuilding networks have frequently not been upgradddikeibre

despite the policpreference for this approach. The historical incumbent operator KT started commercialising
FTTP with an upgrade of some 1.144 million FTTB lines in 2007. The cost per premises was KRW352 000
(EUR275), which for an indoewnly refit is at the high end of vah we would expect. This may serve to explain
the reluctance of the main operators to upgrade.

South Korea has approached ng&heration broadband as an issue of national importance, but the operators
have adopted a somewhat technolagyostic strategio fixed broadband. In 2014, KT announced plans to

invest KRW4.5 trillion (EURS3.2 billion) to upgrade its residential broadband service to gigabit downlink

speed¥, but this was a muHtechnology mix, not a universal evolutionftdl -fibre. The growthm FTTP

coverage and subscribers has been slow and steady, but the national subscriber base demonstrates that South
Koreads ¢ ovdechmalogymixs a mul ti

Figure5.6: Fixed broadband subscribers, South Korea, 2002019 [Source: Analysys Mason, 2020]
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However, South Korea continues to lag behind the other early movers in APAC that have prfalitide
networkssmcl udi ng China, Japan and Singapore. This defici
in NGA andfibre deployments.

31 https://www.itu.int/en/ITU -D/Regionak
Presence/AsiaPacific/Documents/Transformation%200f%20T elcos%20in%20the%20Internet%20Era.pdf
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There have also been some wailbliciseddeficiencies in cardination between major stakeholders in the
fixed telecoms ecosystem. For example, KT blocked internet access to Samsung smart TVs in 2012 on the
grounds that they slowed the fixed networks greatly. It is difficult to square this@sseth a properly

upgraded fixed network.

The government has introduced various other policies and regulations to encourage the deploymertijand take
of high-speed networks. In 1999, the government introduced a system of certification for largetied sidd
commercial buildings based on the downlink broadband speed available in the binléngyisingpre-

installation of NGA network infrastructure. In 2003, regulation was introduced requiring KT to offer regulated
wholesale access to fibre network, though the regulation of wholesale prices expired after 2004. In 2009, KT
was required to offer wholesale access to ducts built as part of the UBcN programme.

5.4 Case studyChina Acomprehensive strategy centred arountibre as national
infrastructure has resulted in rapid expansion of coverage

Thebroadband policy of the Chinese government has been based on the treafoikefibcé networks as

national infrastructure, with FTTP devel opteggnt a fun
Chinadés digital economy is worth over USBA0 trillion.
discussed in chapter 3 and mentioned above, the Chinese policy has resulted in very high coveragemnd take

of FTTP.Figure 57 illustrates how coverage and talip of FTTP have expanded in China during 2Gu8.9.

The policy has been based on a combination of public investment and tax reductiamstapiegionof fibre in

civil works and residential construction projects, dméncouragement of joint network construction and

sharing between operators.

The strategy was initially focused on the replacement of legacy copper infrastructuiibrejtand the

expansion of NGA coverage (with a preference for FTTP) across the wdewitowing this, from 2016020,
optimisation of thdibre network has been the main focus. The approach has also varied between Tégions

focus in urban areas in eastern Chiaa beemainly on network upgrades. In rural areas in central and western
China, expansion of coverage has been prioritised, with the aim of establishing broadband as a universal service.
Additionally, whereadull -fibre roll-outs have been preferred in urban areasl deploymers haveused a mix

of technologies in order facilitate the expansion tfroadbandoverage. The government has also adopted a

more concessional approach in rural areas.

32 hitp://iwww.xinhuanet.com/english/2019 -05/06/c_138038007.htm
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Figure5.7: Percentage of premises passed bgnd connected to FTTP in China, 20@2019
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In remote areas, network development is subsidised by the Telecommunications Universal Service Funds. In
addition to rolfout costs, operational costs can be subsidised ¥ gears, depending on location.

Deployment and operational costs can be sligesil by up to 50%, with 25% of the costs contributed by the
central government and 25% by the local municipality.

Telecons operators have aldween subject ttax reductions. In 2014alue-added tax replaced business tax in
the telecoms sectpin orderto stimulatefibre network expansion. Broadband services are also taxed at a lower
rate than average, with the tax on internet access at 6%, in contrast with the average of 11%dddedlue
services.

Fibre pre-iinstallation has been essential to the deployment efddstFTTP infrastructure. According tmdes
published by the Chinese government in 29,1&sidential property developers can be required téibag-

optic cables in new residential buildings. Deployment of the backbone and aggregation layers of ttke networ
have also been carried out in collaboration with other civil infrastructure projects, including construction of
electrical power lines, oil pipelines, highways and railways, gas and water pipes and municipal construction.
This has resulted in a reductionthe cost otivil work for fibre deployments of 30%.

FTTP deployments in China have also been assisted by unified technical specifications and procedural standards
between operator®assive network elements are standardised, including dfittieatebles, access and

distribution terminals and PON installation proceduRrscurement and professional training are also

standardised. These measures improve the efficiency of theutalf the network.

As discussed previously, the Chinese policy hadtegbin high coverage and takg of FTTP. By 2016, 100%
coverage with speeds of 2ZIDOMbit/s was achieved in urban areas, with 100% coverage obi/\h rural
areas. As of 2019, 400 million residential subscribers were connected to FTTP, and 50%&bblisuvere

33 The Code for Design of Communications Engineering féibreto-the-Home in Residential Districts and Residential Buildings, and
the Code for Construction and Acceptance of Communications EngineeringFireto-the-Home in Residential Districts and
Residential Buildings
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covered by broadband with speeds of 10@M, with 1Gbit/s available in some developed areBise raw FTTP
subscriber figures are remarkable, and China now accounts for over half of all FTTP connections worldwide,
but the modest speed covezagmply demonstrates that Chinese policy prioritised infrastructure (the
construction of the ODN) over bandwidth targets.
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6. The dallenges for Europe

In this chapterwe look at Europespecific challengesf full -fibre roll-out.

Postliberalisation fixed elecoms has evolved into a connectivity business

It is worth remembering that barely more than 20 years agopstEuropean markets, fixed telecoms was a
state monopoly thatcoveredhe cost of the network with revenue from legtigtance calls priced well above
long-run incremental cost.

Crosssubsidy by services has now been removegrbycompetitionEuropean regulatigrihe logic of Internet

Protocol (IP)that disaggregates coratizity and serviceand competition, both direct and indirect, notably

mobil e and O6over the topd services. Hence, while the]
protected sources of additional revenue on fiboe indeed on any othéelecommunications mediumother

than the price ofhternetconnectivity itself. For better or worse, fixed telecoms (and arguably mobile too) has

evolved into a connectivity businessd there is no umbilical cord between services and connectivity

Practically everything else in the digital sphere inhabits a highly competitive, increasingly globalisedstpw

world of applications/services and content that telecoms operators have, by and large, failed to capture or, in the

case of voice, failed toaedlend.

Business models for fibre hatiadto adapt to this realitipy recognisng that payback coes from

geographically extending, at as low a cost as possible, the availability of a very simple set of services to as many
players working at higher layeas possible. These simple services are not restricted to broadband: additional
value will come from mobile transport and enterprise leased Itesfunction of this utility set of services is to
maximise utilisation of the network, and to derive steéalgly low-value but highmarginaverage revenue per

line over longer periods of time. This is the gist of an infrastruditseapproach: it is investment in the

highestquality basics in order to allow diversity and innovation to flourish on top.

This new, largely wholesalfocused, approach is already emerging in parts of Europe, notably the UK and
Germany, and it is largely commercially driven. The principal reasons for the uptick in investrmesnt are
follows.

The demanéide case for FTTP is much more cleat than in the past.

New civil engineering techniques have allowed capex to fall.

Infrastructure funds are willing to investmew safe londerm opportunities

Electriaty utilities have seized the oppiunity to reutilise their own physical infrastructure to deliver
FTTP.

= =4 =4 =

What we are seeing is a fracturing and restructuring of the ownership of access networks, and a rise in bilateral
co-operation between existing players or between existing playersidie entitiedn most caseshis

welcome investment has also benefitted from positive palittiesll also be policies that determine whether

the investment is carried through in a way that is economically efficient and that benefits Europeans.

© AnalysysMason Limited 2020 The challenges for Europe


















































































































