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Preface

It is no exaggeration to say that AI will reshape society in its entirety. From a mere 7% in 2021, the industry penetration rate of AI is expected to hit 30% in 2026. And as foundation models

accelerate the intelligent transformation of industries, the penetration rate will exceed 50% by 2030, an increase of 10 times. The rapid development of AI will further promote the digital

transformation of industries and provide new opportunities for network innovation.

WAN agility and quality need to be urgently improved as enterprise cloudification accelerates.

To date, about 70% of enterprises have migrated to the cloud, with distributed hybrid multi-cloud predominantly being the favored choice for such migration. As a result, there has been a rapid increase in both cloud access and

inter-cloud traffic. Enterprises want to use an elastic and agile network to flexibly connect multiple clouds on demand for improved cloud-side efficiency. As traditional industries, such as energy, transportation, and finance, enter a

phase of rapid cloud-based transformation, they pose differentiated transport requirements on networks, bringing about the need for networks to provide customized quality assurance capabilities. To effectively support enterprise

cloudification, networks must evolve toward better elasticity, agility, security, and reliability.

Sharp increase in AI computing power drives data center network (DCN) transformation.

The rapid growth of AI has, in part, been stimulated by applications such as ChatGPT. By 2026, the penetration rate of the AI industry is expected to reach 30%. And from 2023 to 2030, the AI computing power is expected to 

increase by 500 times. As the computing volume used for AI training increases exponentially, the demand for bandwidth doubles every 3.5 months on average, far exceeding the 18 months defined by Moore's Law. The surge in AI 

computing power will drive increasing demand for constructing global DCNs and transforming network technologies. Given that a packet loss rate of only 0.1% can deteriorate computing performance by 50%, a DCN with high 

throughput and zero congestion must be constructed to fully unleash computing power.

Campus networks are entering the experience-centric era.

The digital transformation of industries requires a high-speed and stable campus network environment. Campus networks are rapidly expanding from office to production and from connecting people to connecting things. Over the 

next five years, there is expected to be a 3-fold increase in the number of access terminals on these networks, which need to provide ubiquitous connections and isolate office services from production services. Campus services are 

undergoing rapid transformation, with mobile office and video conferencing being the two major development trends. What's more, about 80% of traffic on campus networks will come from audio and video applications, meaning that 

campus networks will enter the experience-centric era. Given these factors, existing networks need to be upgraded, for example, from Wi-Fi 4/5 to Wi-Fi 6/7 and from GE to 10GE access.

Network complexity increases drastically, and intelligence accelerates network autonomy.

With the continuous development and application of technologies such as cloud computing and IoT, an intelligent society featuring connectivity of everything, all things sensing, and all things intelligent is gradually materializing. As 

such, enterprise networks will extend from office to production, shift from static configuration to on-demand adjustment, and transform from single-domain management to network-wide collaboration. Furthermore, network 

boundaries will expand, network quality attributes will increase, and network O&M will undergo a qualitative change. According to Huawei's Global Industry Vision (GIV) 2025, 97% of large enterprises will be using AI by 2025. 

Networks that integrate AI capabilities can overcome the efficiency limitations of manual O&M, achieving autonomous driving with high levels of automation and intelligence. Once built, autonomous driving networks (ADNs) can 

pave the way for enterprises' digital service innovation and agile operations.

Ubiquitous network attacks require an integrated security protection system.

Traditional network boundaries are disappearing as services move to the cloud, making network security far more challenging and uncertain. In 2022, 85% of enterprises experienced network attacks. The number of network attacks 

launched worldwide increased by 42% over the previous year, and a ransomware attack occurred every 11s on average. Network attacks can interrupt services, leak sensitive data, and even cause huge economic losses. To 

effectively prevent network attacks, the key is to establish a security defense system that integrates the clouds, networks, edges, and endpoints.
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Multi-Cloud Has Become the New Normal for 

Enterprise Digitalization

Å Multi-cloud has become the new normal for enterprises. Enterprises are gradually transitioning from public clouds to hybrid clouds, industry clouds, edge clouds, and distributed clouds in order to achieve cost

savings, data security, and cloud technology integration. Multi-cloud allows enterprises to flexibly use different cloud services based on their business needs and distribute multiple workloads across different cloud

platforms. According to the Flexera 2023 State of the Cloud Report, 87% of surveyed enterprises have already been using multi-cloud services, and this shows that multi-cloud has become the new normal for

enterprise digital transformation.

Å Cloud migration in traditional industries is accelerating. With advances in cloud computing, big data, and artificial intelligence (AI), cloud services have become a driving force for service innovation and enterprise

upgrade in a wider range of fields. More enterprises are embracing the cloud in order to keep pace with technological transformation and seek new development opportunities. In addition to the Internet industry, cloud

service practitioners are now also seen in traditional, non-digital-native industries, such as industrial, education, healthcare, government, energy, and finance. Digital transformation is driving cloud migration across

industries. Take China as an example. According to the McKinsey 2021 China Cloud Computing Survey, the share of traditional industries' IT workloads running in the cloud will increase significantly by 2025.

Å Cloud migration across industries is dominated by distributed, hybrid multi-cloud. Cloud migration across industries emerges as enterprises continue to pursue higher efficiency, cost-effectiveness, and business

growth. Hybrid multi-cloud combines the advantages of public and private clouds, and not only ensures enterprise data security but also provides a flexible cloud architecture. This makes it a popular choice for

enterprises. In addition, a large number of emerging business applications require massive data analysis and computing capabilities. A multi-layer and distributed cloud computing model is going mainstream across

industries. Examples include the deployment of "three DCs in two cities" in the financial industry and "distributed DCs + public clouds" in the energy industry.

Source: McKinsey 2021 China Cloud Computing Survey

IT workload allocation, by industry
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IT workload change by 2025

Average change, %

Public cloud

6 26
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9 12
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6 14
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4 8

The share of traditional industries' IT workloads running 

in the cloud will increase significantly by 2025

Source: Flexera 2023 State of the Cloud Report

96%: Public 76%: Private

24%
72%

Hybrid
Public cloud only

72% of surveyed customers use 

hybrid cloud

Source: Flexera 2023 State of the Cloud Report
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87% of surveyed enterprises are already using 
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Multi-cloud Strategy Drives Multi-cloud Networks 

Construction Enter Peak Period

Networks are the cornerstone of a multi-cloud strategy. Cloud services require powerful network capabilities, while network resource optimization needs to draw inspiration from cloud computing. More and more enterprises are

opting for a multi-cloud strategy. Heterogeneous connectivity, complex network management, E2E service experience assurance, and security protection all require a network infrastructure that can better accommodate the

requirements of cloud computing applications and optimize network structures to ensure that networks meet the requirements of cloud services across industries.

Demand for private networks for industry digitalization has soared.

Å Finance: The rapid and large-scale growth of financial services and the distributed architecture transformation raise new requirements for the wide-area networks (WANs) on which financial services run. Financial WANs are the

channel that connects financial clouds and financial outlets, and this makes them the cornerstone of efficient and stable financial services. Financial institutions should build high-speed, intelligent, and elastic WANs to connect

multiple DCs across different cities and also connect those DCs to financial branches. In China, more than 20 financial institutions, including China Construction Bank and Bank of Communications, have engaged in multi-cloud

network reconstruction.

Å Energy: Deploying a distributed multi-cloud architecture is the cloudification strategy of choice in the energy industry. Migrating all production, management, and operations data to the cloud requires efficient and flexible scheduling

of networks, computing power, and data. Digital production, front-end data collection, back-end real-time intelligent analysis, and front-end and back-end collaboration for intelligent operations all require energy data networks to

provide a deterministic experience. Energy industries such as electric power and oil & gas have started to build multi-cloud networks based on their digital development requirements.

Å Government: A government cloud is a physically scattered but logically centralized cloud that provides unified cloud services for all government departments across a country. Government multi-cloud networks are expected to

break down barriers between government departments to enable resource integration, meet the different needs of different departments and services, and achieve dynamic multi-level collaboration, intelligent services, intensive

construction, and across-the-board coverage.

Real-time visualization: Multi-dimensional visualization of 

networks, services, and experiences

Service isolation: Data security and deterministic experience 

assurance

Elasticity and agility: On-demand multi-cloud connectivity and multi-

cloud collaboration

Features of industry multi-cloud networksBetween 2019 and 2023, 300+ enterprises in China built multi-cloud networks

é
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Carriers Offering Multiple Innovative 

Multi-Cloud Network Models

Traditional carrier networks cannot meet industries' multi-cloud service requirements. Cloud computingðbuilt on networksðand its applications are growing rapidly. Its network requirements are shifting from simple private line

access to multi-cloud networks with elasticity, agility, real-time visualization, and reliable experiences. However, carriers traditionally focus on the deployment and O&M aspects of networks, and cannot meet enterprise requirements for

business network provisioning speed, adjustment flexibility, and intelligence.

Carriers have started to innovate in multi-cloud networks. Carriers have huge network infrastructure, which is advantageous as it allows them to provide various services for enterprises. However, it may also be a burden. When

there is a new business need, the sheer volume of network assets means that carriers can only implement network transformation in stages.

Å Cloud Private Line Mode, adding Packages to Increase Profits. Traditional networking or Internet private lines are replaced by site-to-cloud private lines and multi-cloud connectivity private lines, and SD-WAN is deployed to

achieve the agile provisioning of site-to-cloud private lines. Gateway capabilities that support any access methods and pre-connections to multi-cloud resource pools are enabled based on point of presence (POP) resource pools.

Site-to-cloud private lines connect enterprises to multi-cloud on demand through POP.

Å Multi-cloud aggregation mode, preempting a unified procurement entry. An SRv6 cloud backbone is built based on site-to-cloud private lines to achieve pre-connections to local different cloud resources. Carriers offer E2E

SRv6 capabilities from enterprises to backbone networks to enable the automated orchestration of enterprise networks in the cloud based on business needs, providing enterprises with access to flexible and high-quality multi-cloud

connectivity. Carriers build a multi-cloud aggregation platform with APIs that can be connected to third-party clouds so that they can resell third-party cloud services. This innovative business model fully captures the benefits of

accessing multiple clouds with one single line.

Å Industry private network mode, ensuring experience for valued customers. As office work and production continue their migration to the cloud, high-value sectors like finance, government, and education require isolation from

public services for security reasons, and require high-quality networks to deliver a premium experience. To meet these requirements, carriers have started to deploy network slices or industry-specific physical networks based on the

SRv6 cloud backbone. In addition, the SLA performance of services running on the cloud is analyzed and displayed in real time through tenant network traffic and performance indicators. This allows tenants to understand the

service quality of their private lines in real time and this information can inform SLA monetization efforts. The centralized monitoring of each tenant's SLA performance helps promptly identify incidents like cloud-based network traffic

and performance indicator deterioration, so that optimization and targeted maintenance can be performed to enhance cloud service experiences.
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Four features of elastic networks

Mbps-level bandwidth granularity pooling

Minute-level tenant traffic prediction

Second-level intelligent decision-making 
and scheduling

Second-level elastic bandwidth 
adjustment

Elastic network architecture

Elastic network service layer

Elastic network service catalog and open APIs

Traffic decision-making and scheduling layer

Balanced traffic scheduling at the network and 

node levels

Elastic resource abstraction layer

Node-level bandwidth granularity abstraction and 

management

Elastic networks enable users to buy elastic traffic 

packages based on usage

BW

Fixed 

bandwidth cost

Elastic bandwidth x 

Duration x

Unit bandwidth cost

T
o

ta
l c

o
s

t

500 Mbps

Time

16T

5 Gbps

Purchasing private lines with insufficient bandwidth can negatively affect service experiences. Maintaining high-bandwidth private lines long term can be costly. Temporary high-bandwidth services include high-bandwidth real-time

communications and periodic data migration. High-bandwidth real-time communications are instantaneous. They are triggered primarily by specific events, and last between several hours and several days. The bandwidth shortage

problem cannot be solved by arbitrarily stretching communication time as this compromises the instant communication experience. Periodic data migration does not have high real-time requirements, but does have requirements for

total migration time.

Elastic site-to-cloud private lines meet the bandwidth requirements of enterprise services with significant traffic peaks. Elastic computing, as a part of cloud computing, has matured. From the perspective of consumers, elastic

services fulfill their needs at an optimal cost. These services are designed to meet the requirements across different business scenarios and are offered under the pay-as-you-use (PAYU) model, which makes them highly cost-effective.

From the perspective of suppliers, elastic services are essentially efficient management of resources to maximize their effectiveness. Elastic site-to-cloud private lines learn from the concept of elasticity in cloud computing, where

network bandwidth resources are pooled and tenant service traffic is detected and predicted in real time to facilitate the flexible scheduling of bandwidth resources across the entire network, ensuring the service experiences of elastic

site-to-cloud private lines.

Elastic private lines guarantee user experiences and help monetize network resources. Elastic private lines mean enterprises can temporarily increase bandwidth or purchase a traffic package based on their business needs

while retaining a fixed-bandwidth private line, with the temporarily increased bandwidth or purchased traffic package offering the same quality as the fixed-bandwidth private line does. This truly allows for on-demand purchase and pay-

per-use. Carriers can make full use of idle bandwidth resources to maximize network value.

Key Feature 1: Elasticity and Agility to Support the Flexible

Scheduling of Computing and Storage Resources
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Cloud migration across industries raises higher requirements for security isolation and service experiences. Network slicing can be used to meet the security isolation and 

differentiated assurance requirements of different services on the same network.

Å Resource and security isolation: From the perspective of service quality, the purpose of IP network slice isolation is to prevent a service burst or abnormal traffic in a slice from affecting other slices in the same

network, which ensures that services in different network slices do not affect each other. This is especially important for vertical industries, such as smart grids, which have strict requirements on latency and jitter and

whose performance is highly sensitive to the impact of other services. From the perspective of security, if information about services (private line services, such as finance and government services) in an IP network

slice is not expected to be accessed or obtained by users in other network slices, effective security isolation measures need to be taken between different slices.

Å Differentiated SLA assurance: Network slicing enables carriers to expand beyond selling traffic and provide differentiated services in the form of slices for tenants from different industries. On-demand, customized,

and differentiated services will be the main business model for carriers in the future, and will also be a new value-generating area of growth for them.

Å High reliability: High-value services and ultra-reliable low latency communications (URLLC) require IP networks to provide high availability. Millisecond-level fault recovery has become a basic requirement for IP

networks. SRv6-based network slicing provides local protection against any faults on the IP network, such as Topology-Independent Loop-Free Alternate (TI-LFA) and midpoint protection. These protection

technologies can help significantly improve the effectiveness of protection and enhance the reliability of IP network slices. In addition, link failover in a network slice can be performed within the slice without affecting

other slices.

Key Feature 2: Service Isolation to Guarantee the Quality of Critical

Cloud-Based Services

Multi-purpose network with a guaranteed 

experience

Å Slices are subnets which allow for the exclusive use of 

resources

Å SRv6 can flexibly compute the optimal service path 

within a slice

Flexible slicing and differentiated SLAs

Å E2E network slicing based on a fixed bandwidth value or 

bandwidth convergence ratio

Å Transparent transmission on a local network that does 

not support slicing

Network slices provide the highest possible resource 

isolation and experience assurance

VPN
Private line 

network
Internet

Sliced 
network

Self-built 
network

Shared/Multiple users Exclusive/Single user

The better the service isolation and experience assurance, 

the higher the cost

The higher level the resource sharing, the lower the cost

Network slices provide private network-style 

cloud experiences for industries

Smart grid slice

Smart healthcare slice
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Key Feature 3: Real-Time Visualization to Monitor Service 

Quality from End to End

Å A lack of network visibility leads to inefficient O&M. The complexity of enterprise networks will grow exponentially. This is reflected in the following aspects: (1) As hybrid office becomes popular, there will be more

interconnected branches and access locations; (2) The convergence of office networks and the Internet of Things (IoT) will lead to a surge in connections; (3) Cloudification and new applications will raise higher and

more volatile requirements for network performance; (4) A growing number of network equipment varieties and manufacturers can significantly scale up equipment management workloads; and (5) Requirements for

network assurance will be higher, and will move from connectivity-oriented to experience-oriented. Meanwhile, the number of O&M assurance engineers will not increase proportionally, if at all, which means that more

work will need to be done by fewer people. As a result, the pain points of network O&M will become more evident. There is no unified view to assess the health of enterprise networks. Users may have poor network

experiences, resulting in an increased number of fault complaints. Fault recovery can be slow. To sum up, network O&M is not even close to keeping pace with enterprise digital transformation.

Å Network visualization enables the real-time detection of network changes. Network visualization comprises real-time, dynamic, and HD network-wide resource visualization capabilities. Key technologies like big

data computing engines, AI, search algorithms, route simulation, and verification algorithms are used to achieve multi-dimensional visibility, path navigation, searching and locating, and deterministic application

experience assurance. Real-time network quality visibility, demarcation and locating, and self-healing capabilities are also provided to help customers switch from the traditional O&M model using static topology to one

using dynamic HD electronic maps. In other words, digital maps are used to give an intuitive view of networks and significantly boost network O&M efficiency.
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Recommendations for Action: Multi-cloud Network with Elasticity, Agility, 

Service Isolation, and Real-Time Visualization
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Developing comprehensive network visualization capabilities can help you boost network O&M efficiency, better understand the

network status, predict service growth, and effectively scale up networks to prevent network bottlenecks from hindering business

development.

Improve network 

visualization capabilities 

Network technologies such as SRv6 and network slicing have been effective in simplifying cloud-based networks and

guaranteeing cloud-based service experiences. When promoting cloud-network collaboration, enterprises and carriers should

consider introducing new technologies that will benefit them.

Actively introduce 

new technologies

By reselling third-party cloud services and providing elastic private lines, carriers can better meet the network requirements of

enterprise customers that are migrating services to the cloud, and better leverage their network resources to achieve revenue

growth.

Explore business 

model innovation

Cloud-network deployment has become a trend in many industries. Jump on the bandwagon and develop multi-cloud networks

to build a multi-cloud ecosystem. Promote in-depth cloud-network collaboration, make it easier to migrate services to the cloud,

and improve cloud-based service experiences.

Increase cloud-

network investment 


