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Keywords: 4K, experience, &WMQOS, bearer network, high throughput, 100 Mbps, 20 ms,
10'5, Wi-Fi, FTTH, flatten, HTR, OTN, CDN, KQI

Abstract:

Video continuously drives the ultfaroadband development and changes user behavior and
demands. Carriers have begun to focus more on experience instead of connections, with
networks bing reconstructed to be servidevenand experienceriven. A user
experiencecentric ultrabroadband network is all in need to provide tmegierience 4K deo
experience for users. This white paper defines the expertrivem 4K bearer network and
describes the target network architecture and deployment recommendations. Carriers can
select a suitable deployment solution based on their own network inftastrand service
development strategies.
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About This Document

Carriers have been on the search for a key service offering able to satisfy user requirements,
fully demonstrate the capabilities of ulbeoadband networks, and create business value. 4K,
the new benchmark in video, offers carriers a compelling poirgréawth.

Singlechannel 4K requires 360 Mbps throughput. As the prices for 4K terminals continue

to come down, families are beginning to purchase multiple 4K terminals for their home
viewing pleasure. This means that 100 Mbps up to 1000 Mbps bandwidbie@dme the

basic expectation for honteoadbandisers. 4K video releases the value of dttraadband

and provides a better service experience to users. Users are rather willing to pay for a better
service experience, which in turn means that consumengers, and content providers all

win and a positive business cycle is formed. Seeing the new opportunity in 4K video
technologies, more than 60 carriers worldwide have announced a video strategy. Video is fast
becoming a basic service offering for ¢ars.

There are, however, concerns in experience with the rising popularity of video services.
According to a report from Conviva, 35% of responding users stated that the viewing
experience is the number one determining factor in their selection ofieesgrovider

(higher than that of the video content being offered).-ird of the users stated they

become frustrated when video stalling occurs and stop watching immediately while 84% stop
watching if the picture quality turns poor for longer than omeute. Considering these

findings, ensuring a better viewing experience is crucial to commercial success.
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Experiencecentric 4K Bearer Network

1.1 Experiencecentric Network Construction Concept

The New Drivers: Service and Experience

Bandwidth has become the "new utility" essential to work and life. Consexpectations on
bandwidth are changing from merely increases in bandwidth to include superior service
experience and quality. Carriers have begun to focus moegpamnience instead of
connections, with networks being reconstructed to be sedvigenandexperiencedriven.

The 4K Video Era in Herel!

Many carriers worldwide have included video services in their strategic ICT transformations.
With the popularity of 4K terminals, provisioning of 4K services is crucial to carriers wanting
to build differentiaéd competitive advantages into their offering portfolios. For example,
Deutsche Telecom is taking on paid TV programming providers with 4K video services, and
the carrier is making inroads. British Telecom has built an NGA-blimadband network and
laundhed its BT Sport video service, achieving 23% business growth. In yet another example,
China Telecom Sichuan now has over five milli@es to its video service, and 1.2 million of
those are 4K video users and that number continues to grow rapidly.

Higher Requirements on Networks from 4K Video

4K does not only mean an enhancement in video resolution, it also entails other major
improvements in video quality. These improvements include clearer image quality with the
3840 x 2160 resolution in 4K (fotimes that of HD); smoother playback with rates at 50, 60,
and even up to 120 frames per second as compared to the 24 in HD; more realistic colors with
gradation improving from 8 bits to 10 and 12 bits; color gamut improving by more than 50%
versus that bHD, offering more natural colors; and a streaming rate thdtli® §mes higher

than HD video.

There are three definitions in 4K: quasi 4&riergrade4K, and ultra 4K. The different
grades have specific requirements on the image frame rate, sarapingompression ratio,
and network transmission bandwidth. The higher the requirements, the more rich the color
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experience and more vivid the displ&arrier -grade 4K is considered the most
appropriate choice for commercial deployments.

Table 1-1 Comparisorbetween the three 4K grades

Item Quasi 4K Carrier -grade 4k Ultra 4K 8K
Resolution 3840x 2160 | 3840x 2160 3840x 2160 | 7680x 4320
Frame rate 25/30P 50/60P 100/120P 120P
Sampling bits 8 10 12 12
Compression HEVC main|{ HEVC main 10 HEVC Range| HEVRange
profile Extension Extension
Average bit| VOD | 12116 Mbps | 20i 30 Mbps 30i45Mbps | 70/ 90 Mbps
rate BTV | 25i30Mbps | 25/ 35Mbps 40/ 55Mbps | 80i 100Mbps
Operation | VOD | 18/ 24Mbps | 30i 45Mbps 45/ 67.5Mbps | 105 135Mbps
rate BTV | 25/30Mbps | 32.545.5Mbps 52 71.5Mbps | 104 130Mbps

LL] noTE

VOD services use the variable bit rate (VBR). Considering bit rate variations, the operation
bandwidth for smooth playback must be at least 1.5 times the average bit rate.

Multicast services use the constant bit rate (CBR).offezation rate is considered with FCC
deployed. Minimum bandwidth = CBR x 1.3.

1.2U-vMOS

U-vMOS (User, Unified, Ubiquitoudean Opinion Score for Video) is a video experience
measurement system developed by Huawei to evaluate video experience for network
optimization. Huawei iLab carried out videx®ntric human factors engineering tests to track

individual reactions to video watching. The information collected using test instruments (such

as the eye tracker and physiograph) and the test reports are ugatlishea mathematical
model and define WMOS scoring standards, with an aim to show subjective viewing
experience in an objective way.

U-vMOS scores are determined by three factors: video quality (sQuality), interactive
experience (sLoading), and viewiegperience (sStalling). These factors cover the video

resolution, the number of program sources, screen size, operating experience, and video
playback fluency. tWMOS scores range from 1 to 5, where 5 is excellent, 4 good, 3 fair, 2
poor, and 1 bad. A higer UvMOS score comes from a larger screen size, a higher resolution
of program sources, and more fluent video playback.

Issue01 (201604-08)
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Figure 1-1 U-vMOS modeling

U - vMOS =f( sQuality sinteraction sVi¢

Video Quality Interaction Experience View Experience
Modeling

Approach sQuality* sinteraction
for

U-vMOS U-VMOS =f¢ sQuality, sinteraction,sView {

sQuality

sQuiality is determined by the following factors: DisplaySize, VideoCompl|eRégolution,
BitRate, CodecType, and VideoFrameRate.

Figure 1-2 Factors of sQuality

sQuality = f( DisplaySize, VideoComplexity , Resolution, BitRate, CodecType, VideoFrameRate )

CodecType:H.264/H.265 VideoComplexity

Table 12 lists the maximum sQuality values for videos of varying ngsmhs on typical
screens.

Table 1-2 Maximum sQuiality values for videos of varying resolutions on typical screens

Screen Size

Resolution 4.5inch 5.5

5K 4.96 4.95 4.93 491 4.90 4.81 4.78
4K 4.90 4.88 4.86 4.82 4.78 4.66 4.62
2K 4.77 4.73 4.69 4.63 4.53 4.31 4.25
1080P 4.62 4.58 4.52 4.44 4.25 3.96 3.87
720P 4.32 4.26 4.17 4.05 3.69 3.29 3.18
480P 3.89 3.79 3.68 3.52 2.95 2.48 2.37
360P 3.49 3.38 3.25 3.06 2.36 1.91 1.80

sinteraction

sInteraction indicates the zapping time for BTV and the loading time for VOD.

Issue01 (2016:04-08) HuaweiProprietary and Confidential 4
Copyright © Huawei Technotpes Co., Ltd



White Paper on the Experiendeven 4K Bearer

1 Experiencecentric 4K Bearer Networl

Figure 1-3 Factors of sinteraction

BTV VoD
sinteractior=f" sZapping sinteractior=f~ sLoading’
sZapping=f zappingtimé sLoading=f" lodingTime DisplaySizé

Table 3 andTable t4list the maximum sZapping and sLoading values, respectively.

Table 1-3 Typical sZapping values

sZapping
Score Zapping Time (ms)
Excellent (5) <=100
Good (4) 500
Fair (3) 1000
Poor (2) 2000
Bad (1) >4000

Table 1-4 Typical sLoading values

sLoading Time@TV sLoading Time@phone
Excellent (5) <=100 <=100
Good (4) 1000 1000
Fair (3) 2000 3000
Poor (2) 5000 5000
Bad (1) 8000 10000
sView

Buffers that occur because data packets do not reach the destination in time may lead to video
stalls, which have great impacts on video experience. In general, video quality deterioration is
closely related to the stall duration and stall interval. Fogéo video playback, video quality
deterioration is closely related to the stall frequency and stall duration. When video playback

is restored from a stall, video experience experiences a slow recovery. If the video can
normally play afterward, the retiilme video quality experience is restored to normal.

However, if another stall occurs, the video quality experience will be affected by both the stall

Issue01 (2016:04-08) HuaweiProprietary and Confidential 5
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duration and stall intervakigure 14 shows reatime changes of &4MOS scores during a
video stall.

Figure 1-4 Realtime changes of WMOS scores during a video stall

0si1s  6s 17s 1195

; — >
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] ' delaySs: 2 |
Jgtter [0} ._,a.r n :._,ﬂ? ﬂ
| | 1

|
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45 f= : =
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35 ,\‘\

L-wh0S
L

2 : i ; o U-UMOS

time(s)
sView is determined by the following factors: Duration (average time required for a video

stal), Interval (average time between two video stalls), and Frequency (number of video
stalls).

Figure 1-5 Factors of sView

EETES

| 1
BTV: sView.sBlocking VOD: sView.sStalling
sBlocking=f (TR, BAR,Frequency) sStalling=f (Duration,Interval,Frequency .

Time Ratio ( TR)
Duration

Blocking Block Area Ratio(BAR)

Stalling

Frequency

Table 15, Table 16, andTable 17 list the typical sView values of videos on
smartphones/Pads and TVs.
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Table 1-5 Typical sStalling values of videos on smartphones/Pads in-aionge period

Typical sStalling Values for Smartphones/Pads

Score  Stall Frequency  Stall Interval (s) Stall Duration (s) ;tg?gﬁg]ig;
5 0 0 0 0%
4 1 0 2.7 5%
3 2 >10 3 10%
2 >2 <5 >5 15%
1 >3 <2 >10 30%

Table 1-6 Typical sStalling values of videos on Tvsa 45minute period

Typical sStalling Valuesfor TV

Proportion of

Score Stall Frequency  Stall Interval (s) B Stall Duration (s) Stall Duration

5! 0 0 0
4 1 0 2.7
3 3 >30s 9
2 6 >30s 22.5
1 >10 >30s >27

Table 1-7 Typical sBlocking values

Typical sBlocking Values

Proportion of Proportion of Number of
Artifact Duration Artifact Area Artifacts
5 0% 0% 0
4 4% 35% 1
3 10% 45% 2
2 15% 35% 6
1 50% 95% 12

1.3 Experiencedriven 4K Bearer Network

Definition: A 4K bearer network of the best experience is an expernicen, eneto-end
network that provides 4K serviexperience with a WMOS scored 4 . 0 .

To have a UvMOSscoreO 4. 0, sl nteraction shoul d
to video experience).

Issue01 (2016:04-08) HuaweiProprietary and Confidential 7
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1.3.1Network Requirements for VOD Services with a wvMOS Score
04.0

Network Requirements for sQuality
For 4K VOD services, sQualiyhoul d be O 4, and the average
(H.265, VBR).

Network Requirements for sinteraction

sl nteraction indicates slLoading for VOD ser:
|l oading time should be O 1s.

The most widelyused video streaming technology is HTTP Live Streaming (HLS) where

initial buffering comes in three s2s&dees: si |
databefore play(Y:slow start; Z: main downlogdand video load on a player (Z: usually 10
mst o 200 ms). To ensure that the initial | oa

Figure 1-6 HLS initial buffering time

Slow start
(6 RTTs

Large amount of data to be
downloaded withina short
time at the buffer stage

Signaling

exchange Buffering

Playback

Y: buffer duration Z:Video load on player

MRS Minimum of 2s buffering (10-200 ms)

Initial loading  time

Considering that TCP slow start requires six RTTs and the download rate is typically low

within this period, the entire download time requirekast seven RTTs. Specifically, the
initial buffering time should be 9 RTTs + (¢
50 ms.

Given that the video load on a player takes 200 ms and the video download for slow start is

not counted (T = 1000 nis9 RTTsT 6 RTTsi 200 ms = 800 mé 15 RTTs), a single TCP

thread needs to download media data at 50 Mbps (25 Mbpshab#.18 lists the TCP
thoughput requirements for varying RTTs (O 51

Issue01 (2016:04-08) HuaweiProprietary and Confidential 8
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Table 1-8 TCP throughput requirements for varying RTTs

E2E RTT TCP Throughput Requirement
10 ms 77 Mbps

20 ms 100 Mbps

30 ms 143 Mbps

40 ms 250 Mbps

50 ms 1 Ghps

The E2E delay of 10 ms and the throughput of over 100 Mbps per user are a little bit

restrictive requirements. Therefore, therMOS system takes the E2E delay of 20 ms and the

throughput of 100 Mbps forasingle TEPhr ead per user as the reql

The following is the calculation formula for TCP thrq'ugh[?ut: .
RiTTRITT 1T (EROCAR ) Z

nnn nnn I

With a throughput of 100 Mbps and an RTT of
and the requir®2d PLR is O 3.4 x 10

L] noTE

The HTTP streaming solution is being optimized continuously to improve service experience while at
the same time reducing network requirements. For example, a mainstream OTT udease®BRUIC

for signaling so that less than five RTTs are used duringpictien. At the same time, the bit rate is set

to slow for the loading of titles, which reduces network RTT requirements and the amount of data to be
downloaded for minimum buffering. In typical scenarios, the OTT videos can have the initial loading
time d O 1s i n nor malhtheneeentwidastkorward or ewirid, the mideo loading time
will exceed 1s.

If terminal + cloud optimization is not taken into account, the network requirements for HTTP
VOD services with fowsnteraction O 4 are as f
E2E bandwidth O 100 Mbps
RTT O 20 ms
PLR O 2.4 x 10

Network Requirements for sView
sView indicates sStalling for VOD services.

Video playback fluency is of vital importance to user experience. Therefore, a network with a
U-vMOSscoreO 4 r sMipw ¥ 5. Bhat is, no stall occurs during video playback.

Based on Huawei i Lab test resul ts, the thro
the average bit rate can ensure pkgk fluency for 95% of 4K videos. With sQuality of 4, the
average bit rate afK@H.265vi deos is O 25 Mbps. With sView
throughput is > 37.5 Mbps. The following is the calculation fornfiold CP throughput:

N3 N e Tl v v eV ey g g ﬁ f]f] !E rl]rl]

NECETTRTTT T it (E'HCAN )y e X —=)

nnn nnn |
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With an RTT of 20 ms, the required bandwi dtl
10

In summary, if cloud + terminal optimization is not taken into consideration, the network
requirements for VOD services with auMOSscoreO 4 are as fol |l ows:

E2E bandwidth O 100 Mbps
RTT O 20 ms
PLR O 2.4 x 10

If cloud + terminal optimization is performed, there is no requirement for the initial loading
time, and the network requirements for VOD services withM®@SscoreO 4 ar e as
foll ows:

Bandwi dth O 37.5 Mbps
RTT O 20 ms
PLR O 2.4 x 10

1.3.2Network Requirements for BTV Services with a UwvMOS Score
O 4.0

Network Requirements for sQuality

The mainstream BTV services transmit réale streams by means of UDP, and Constant Bit
Rate (CBR) is usually used to prevent network loss from network traffic bursts. For 4K BTV
services, sQuality should be O p4(H.268ICBR).t he a:

Network Requirements for sinteraction
sinteraction indicates sZapping for BTV services.

To ensure that sZapping is O 4, the channel

For mainstream UDP BTV systems, channel change comes in three stagdmgign

exchange (X: 1 RTT), download of a complete | frame (Y), and video load on a player (Z:
usuallylOms t o 200 ms). To ensure that the chann
be O 500 ms.

Figure 1-7 Initial buffering time for UDP BTV

Reducing the channel change time
requires high bandwidth and fast
delivery of | frames

Y: channel change time *2/7

X: signaling Y:time for | Z:STB processing
exchange frame arrival time
Playback RTT Playback

Channel change

Assume that the size of an | frame is 25% of the average bit rate
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Within a period of T500 msi RTTT 200 ms = 300 mé RTT), an STB needs to loadedia

data at 15 Mbps (30 Mbp2% 25%). The typical GOP of BTV is 2s, and the size of an |

frame is typically O 25% of a GOP. Typicall.
and the E2E RT for BTV services is not as restrictive as that for VOD services. Taking an
example of the typical E2E RTT as 30 ms, t hi

In addition, the fast channel change (FCC) solution is deployed to speed up channel change.
To ensure normal working of the FCC soluti ol
times of the average bit rate (30 Mbip$.3 = 39 Mbps).

In summary, for UDP BTV services with slnter
Mbps.

Network Requirements for sView
For BTV services, sView indicates sBlocking.

Viewing experience with no image damage is of vital importance to end user experience. A
U-vMOSscoreO 4 requires sView = 5, that is, no a
TR-126 regirements, 4K BTV services with no image damage require a PLR of< 10

Currently, technologies such as RET and FCC are used at the application layer to reduce video
requirements for PLR to around40

In summary, the network requirements for 4K BTV seesiwith a WwMOS scoreO .0dre
as follows:

E2E bandwi dth O 56 Mbps
PLR ®wiltoh RET not t a k e n*withRE Tataken into acaouirtt ; PLR

1.3.3Key Characteristics of Experiencedriven 4K Bearer Networks

Network requirements for a-UMOS score04.0

VOD Service BTV
Without Cloud + | With Cloud + Without
Terminal Terminal RET With RET
Optimization Optimization
Average Bit Rate O 25 MbpgO 25 Mbps|[O 30 10 30 M
E2E O100Mbps O37.5Mbps 056 Mbps | O56 Mbps
bandwidth P ~Mbp P P
Network - -
indicators RTT 020ms 020ms
PLR O 3102 o 1o O 9o O 1o
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In summary, to ensure aWUMOS of O 4, t h dsareart E@Bhaddwidtreofj ui r e
O 1 s Mn RTT of 20 ms, and a PLR of°10

0O&M is alsoanindispensable parts gfdeo experience guarantee. Highly perceivable 4K
services impose even higher requirements for service experience monitoring and
troubleshooting. From the O&M perspective, the 4K bearer network should be perceivable
and manageable.

Therefore tie key chareteristics of 4K bearer networks of the best experience are as follows:

For a UvMOS score04.0: E2E bandwidtd 10 Mbp s, RTT of 20 ms
10°
Maintenance: perceivable experience and fast fault demarcation aridriocat

In some scenarios that have access bandwidth limitations, the 4K bearer network can be
designed based on aWOS score3.5 (sView = 5 and sinteractidd3), and the key
characteristics are as follows:

For a UvMOS score03.5: E2E bandwidtd 5 0 Mb @f 40,ms, RAd PLR of

10°

There are two options to deploy 4K services in the preceding network conditions. One is
to reduce the video bit rate. The other is a sacrifice of sinteraction (for ex@mpl&

ensure video playbadluency (sView = 5) by not choosing forward/rewind or,
alternatively, the use of cloud + terminal optimization to ensure fast start.
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Experiencedriven 4K Bearer Network

2.1 Target Architecture for the Experience-driven 4K Bearer
Network

2.1.1Challenges Faced by Lgacy Network Architecture

The network architecture is determined by senace its features

Legacy HSI servicese(g.web browsing)

1 Service characteristickow concurrency rate, and low network perception
undemandinglelay

i NetworkKPI: SLA = "bandwidth"
1 Network architecture characteristics: high convergence, dsuiil aggregation
4K video

1 Service characteristichigh bandwidth, high concurrency,large burst, and high
network perception, strict withdelay

1 Network KPI: SLA = 'bandwidth, delay, and packet loss rate"

As 4K services are rolling ouhe following conditions must be met whiegacy networks
are transforming into experiendeiven 4K bearer networks:

The multilayer legacy network model with high convergeixsinplified to keep pace
with the 4K service model.
Endto-endexperiences guaranted because the 4K network experienceads limited
The details are as follows:
The home network hits a bottleneck in high bandwidth and seamless coverage, failing to
meetmulti-screen user experience.

Low-speed copper access networks, such as DSL networks, ats® bandwidth
bottleneck.

The metro aggregation layers have mldtiel aggregation, rendering multiple
congestion points, poor scalability, and complex O&M.
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Though video is a basic service, video experience cannot be detected, making it difficult
to identify experience problems.

2.1.2Target Architecture for the BestExperience 4K Bearer Network

To support scale development of 4K services, architettansformations inevitable The
target architecture for the experieruréven 4K bearer network must be a flat network that is
able to provide high throughput and is easy for O&M.

Target architecture for the bestperience 4K bearer network
High Throuput

Edge ’ . .
CDN ) »High Bandwidth
-
V] 1)

«Low Latency
co " \
| CON[

»Zero Packet Loss

_Flat Network
Simplified Architecture

Easy O&M
o *Visualized Experience
» Fast Fault Demarcation
O O O * Precise Trouble Shooting

STB

High throughput
Bandwidth( E2 E bandwi dth O100M/ screen)

i Home networkbandwidthO  1Mbps;seamless coverage
i Access network: bandwidth pscreer© 100 Mbps

1 OLT to the edge CDN: Plan bandwidth based on diffetentergence rasegiven
specific user scale, 4Benetratiomrate, andiK concurrency rateéNetwork devices
musthave theevolutioncapability fornon-convergence.

Delay (RTT O 20 ms)

1 On CDNs that are mainly deployed on the metro network (with a coverage of less
than 200 km), the delay comprises respective delay on the hooess and metro
networks. The home and metro network delay has little impact when no traffic
congestion occurs. As such, the delay is ipagnerated on the access network.

1 On access networks where FTTH or G.fast is deployed, the delay is less than 6 ms,
which meets the 4K service requirements.

1 On access networks where VDSL2, vectoring, or super vectoring is deployed, the
delay is between 10 ms and 20 ms. The E2E delay may exceed 20 ms after the delay
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on the home and metro networks, though very low, ésimclated. On such networks,
delay optimization solutions, such as TCP accelerasioouldbe deployed.

Packet loss rate€)0°)

1 Packet loss mainly occurs due to poor line quality and network node congestion.
Network node congestion must be mainly congdeduring architecture design.

1 The downlink from the OLT to the user side is fidacking. Traffic congestion
mainly occurs between the OLT to the upstream CDN. As such, QoS, light load, and a
low convergence ratef 1:5 to 1:2shouldbe planned.

i Becauseongestion caused by traffic bursts is inevitable, devices must be able to
buffer burst traffic to prevent or minimize impact on user experience. Devices,
especially Layer 2 network devices, must have sufficient buffer resources.

i Network and device upgradedodernizations needean access networks, and
largecapacity OLTs, routers, and transport devices must be upgraded.

Flat network

Networks must be low convergenrdesigned for network KPI fulfiment. If the aggregation
netwok still has multiple layers, network construction costs will rise rapidly as the user scale
grows, and many nodes may experience congestion. Therefore, the metro network
architecture must b&mplified to improve network performance and ceffectiveness

CDN&BNG moved downstream to the edge

Networkssimplified from five layers to three layers
OTN to CO

EasyO&M

Visualized experience
Fast fault demarcation

Precise fault locating

2.2 Stepped Evolution to 4K Bearer Networks

Rome wasn't built in a day. The be&siperience 4K bearer network does not need to come
into place all at once. Carriers can gradually evolve their networks texmgstience 4K
bearer networks in line with the particulars of their business developriiéetfollowing
outlines the measured steps to delivering 4K video services featuring ultimate user
experience.

Initial 4K video service offering: Focus on quickly attracting users and establishing a

positive business cycle while ensuring a good basic expari Launching the 4K service is

the crucial first step. The target metrics for this phase include smooth playback with sView
reaching the 5.0 standard, sinteractbon 3. 0, and | oading taking tw
that of cable). These requirememearnthatthe network mus¢t nsur e E2E bandwi d
Mbps, 4RMmT an®PLRO10>.
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Stepped improvement in 4K video serviceAs uses increase and the positive business cycle
becomes well established, the next step is improving the service experience. This means

sView reaches the 5.0 standard, 4K interactive experience (sInteraction) reaches the 4.0
standard (initial loading time anddding time at each dragging of the progress bar of less

than one second), and the network namstureE 2 E bandwi dt h O 200nm. Mbps

At-scale development of 4K video service®nce there are a large numbeusés, the high
bandwidth and conetency attributes of the 4K video service places much added strain on the
network. Expansion of legacy networks would entail high costs and may not solve experience
deterioration issues. Once videses reach scale, optimizations in the network architectu

must be considered, requiring a network transformation to deliveekpstience 4K bearer
networks.

2.3Home Network with High-Speed and High Performance
Wi-Fi

Key Challenges Faced by Home Wi Networks for 4K Service Bearer
Service impact: Video, dowrdal, and Internet services affect 4K services.

Wi-Fi coverage in a home: Because the housing structure varies dricigfals
attenuate after passing through walls, 100%F\Goverage is impossible.

Interference from radio signalshe 2.4 GHz frequenchand has large radio interference.
If other home appliances also use-®ifrequency band, 4K video transmitted using
Wi-Fi will also be affected.

High-Speed and HighPerformance Home WiFi Network Solution

Separate service bearer: D@i@quency WiFi gaeways are used to provide dual SSIDs,
allowing 2.4 GHz WiFi to carry Internet/download services and 5 GHzRiio carry
video services. This decreases interference from 2.4 GHz frequency band on video
services carried over 5 GHz frequency band, and dowgly reduces packet loss.

Distributed WiFi solution: To allow an access rate of over 108§kt any location in a
home, the home \ARi network must be deployed in distributed but not centralized mode.
Specifically, deploy multiple WFi access pointsAPs) in a home for WFi access at

any location in a home. Distributed Wi can be deployed using the & repeater, PLC
Wi-Fi AP, or Ethernet cascading router, allowing flexible scalability, plug and play, and
seamless handover.

The following recommendins are provided to decrease radio signal interference on
home networks:

7 In the case of a large floor area where the home gateway cannot provide 4K video
directly through network cables or Wi, APs can be connected to network cables,
PLC, or coaxial dales or WiFi modems to expand the home network coverage,
allowing 4K video at any location in the home.

Issue01 (2016:04-08) HuaweiProprietary and Confidential 16
Copyright © Huawei Technotpes Co., Ltd



White Paper on the Experiendeven 4K Bearer

Network 2 Experiencedriven 4K Bearer Network

i Use G.hn PLGor interconnection between rooms to reduce Aterinterference.
PLC APs cannot be inserted into lightning protection sockets. The power line
between master and slave PLC APs must not be greater than 10m.

i Each room has only one AP deployed, but more tharatwtenna 5 GHz WiFi is
used, with a channel bandwidth of 40 MHz. APs deployed in different rooms have
different frequencies. Retain a distance of less than 10m between each AP and the
STB and TV.

1 Avoid concurrent 4K video playback on more than one m¥@ePad using 5 GHz
Wi-Fi. Avoid concurrent playback of videos on three or more terminals

i Do not use home appliances without EMI certificates. Such home appliances will
interfere with WiFi.

The following figures show typical 4K deployments on homevoeks:
Figure 2-1 4K deployment for home networks in two typical apartment layouts
with a fving i
Hrad o >
Main bedroom N
PLC PLC I_HE - —l
4K TV+STB %\- Info box
4KmSTB
Hme | Teap
Laptop Pad hone Laptop Laptop one
PLC PLC @
@ PC
=y = ) 3 < we
Laptop Pad Phone Pad Phone Ethernet
Second bedroom Study room PLC
Netvyork
Duplex villa "—:‘g
z
- \
= B B = gg_'.
4K TV+STBF™™ pad Phone Paa HD TV+STB
Second floor
Wireless AP ot iy
A:LL Lt
-~ Info box
Phgo SR saA SE First floor R E\:r;:rnet
Pad Laptop PLC
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Conclusion: 4K services have the following requirements on home V¥i networks:

4K services are separated from other services and do not affect one another, with the
home gatewaproviding dual SSIDs.

Full Wi-Fi coverage, ensuring 50 Mbps to 100 Mbps bandwidth

Home appliances and VWi signals do not interfere. To do so, do not use home
appliances without EMI certificates, and use 5 GHzR\o carry 4K services.

2.4 Access Network

2.4.1Best 4K Experience Based on FTTH

Key Challenges of 4K Service Provisioning over an FTTH Network

Challenges of 4K service provisioning over an FTTH network are: whether bandwidths meet
requirements, whether the OLT architecture meets the requirement, whsthmogram
zapping is supported, and how to precisely locate a fault point.

How to provide 100 Mpsassured bandwidth under different split ratios according to
different optical access technologies, including EPON, GPON, and 10G PON? Huawei
suggests thiollowing:

EPON accessAssume that the downstream bandwidth of a single port ispk @ the
concurrent user online rate is 50% and every program occupieb pgbeihdwidth,

each user can watch 2 programs at the same time. In this case, every EPON port supports
a maximum of 21 users. Therefore, the recommended split ratio is 1:32. In the upstream
direction, 50% traffic is calculated for port capability. If each ER#2N houses 16 ports,

8 Gbpsbandwidth is required in the upstream direction for a board. In actual service
provisioning, the upstream traffic is monitored for you to determine whether network
expansion is needed. If the upstream traffic exceeds 60% pbth capability, more
upstream ports are deployed. Assume that the OLT supports 16 service slots. 14 service
boards are recomended, which support 7168 (14.6* 32) EPON ports. Another 2

slots are reserved for upstream interface boards to provideld i@psupstream
transmissiorcapabilities

GPON accessAssume that the downstream bandwidth of a single port isf2ps G
According to the preceding assumption, each GPON port supports a maximum of 51
users and split ratio 1:64 can be configured. énupstream direction, 20bps

bandwidth is required for 50%pnvergence ratédssume that the GPON OLT supports
16 slots. 14 service boards are recommenabith support 14336 (146*64) GPON
users. Another 2 slots are reserved for upstream interfacashtogorovide up to 280
Gbpsupstream transmission capability. Some countries or areas have high standards on
network device security. This requires disaster recovery if users exceed the preset
quantity. For example, it is better to deploy 2 devices in different places for more than
10,000 users. Previously, the voice service requires such a disaster recovery design.
Considering ODN sharing and loigrm development, split ratio 1:32 is recommended
for a GPON network. In this case, a singiéorak OLT supports up to 7168 (146*32)
users and the reserved upstream bandwidth is 208 G
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10G PON+LAN for best 4K experiencel0G PON is adopted in the upstream direction.
A LAN port supports 100 Mps meeting 4K video requirements. If every program
occupies 50 Mpsbandwidth, every 10G POpbrt supports a maximum of 8 LAN
devices. Therefore, split ratio 1:8 is recommended. Every 10G PON port supports a
maximum of 256 concurrent online users.

OLT architecture suggestion: Traditional OLTs use the centralized architecture. In big
video era, th chip of a control board becomes the bottleneck that affects the
performance of the entire system. Therefore, OLTs adopting the distributed architecture
are recommended.

Distributed buffering for program zapping: Traditional centralized OLTs have their
buffers on the control boards. Such a design limits the device capacity and can only be
used for scenarios having low traffic burst rate. Distributed OLTs have their buffers on
service boards. In this case, the general buffering capabilities of both treanpaind
downstream ports are improved together with the service board expansion. The
distributed OLT features over 10 times capabilities compared with the centralized OLT
and addresses 4K demands on high traffic burst rate, low delay, and low packatieloss

Requirements on FTTH by the 4K Service

EPON: Each port supports up to 21 4K users. The maximum split ratio can be 1:32. In
the upstream direction, if the traftmnvergence rats 50%, the board housing 16 ports
needs 8 Bpsbandwidth.

GPON: Eachport supports up to 51 users. The split ratio can be 1:64. In the upstream
direction, if the trafficconvergence rate 50%, the board housing 16 ports needs 20
Gbpsbandwidth.

10GPON Every 10G PON port supports up to 8 LAN devices. Split ratio 1:8 is
recommended. Every 10G PON port supports a maximum of 256 concurrent online
users.

OLT : The distributed OLT is recommended, which supports buffering of its service
boards.

2.4.2Best 4K Experience Based on the Superfast Copper Solution

Using copper technologiesandwidth is the key factor that affects the 4K service. Factors
that affect the bandwidth are: adopted copper technology, copper line distance, and copper
line quality (involves in packet loss rate and delay).

Table 2-1 Typical network KPIs for different accesslaologies

Access Technology Bandwidth (DS) RTT (ms) PLR
VDSL2 50M@ < 1000 m 10i 20 107°
Vectoring 50i 120M@ < 800 m 10i 20 107°
SuperVector 100/ 300M@300500 m | 10i 20 107°
G.Fast 200Mi 1.2G@100 500 m | 2i 6 107°
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ADSL2+ supports access bandwidth?df Mbpsat most. The 4K service is not
recommended to be provisioned under ADSL2+.

VDSL2 supports 100 lpsdownstream bandwidth. Vectoring that improves the line rate
through farend crosstalk (FEXT) cancellation supports high access bandwidth of 120
Mbpswithin 300 m using 0.5 mrdiameter copper line. It supports 10®bpsaccess
bandwidth at typical access distance of 500 m.

SuperVector expands the working frequency from 17 MHz to 35 MHz. Using vectoring
for crosstalk cancellation, SuperVector speedthagpandwidth to 300 bpsat the

distance of 300 and 100B§s700 m. Therefore, SuperVector is recommended for

300/ 700 m.

G.fast brings copper lines into Gigaband era, with which, 4Bfddandwidth can be
reached at the distance of 300 m. Theref@rést is recommended fof 800 m.

Best 4K Experienceunder Fulfilled the requirements for Packet Loss Rate and
Bidirectional Delay

In the lab conditions, the packet loss rate can Bad@0’. In a live network, the E2E packet

loss rate can be Tdo 10°. DSL signals are transmitted over lines at the rate of 64% of the
speed of light. Therefore, the line delay value is very small. For example, VDSL2/vectoring
bidirectional delay is 1i®®0 ms, SuperVector 180 ms, and G.fasfi® ms. In actual 4K
videodeployment, after retransmission and block interleaving are used as recommended, the
bidirectional delay will be dramatically decreasedit@Bms.

Best 4K Experience Based oDeeperFTTC/FTTB Sites

Assume that an FTTC site connects to 384 users, VDSligeid, only one program is
provisioned, and trafficonvergence ratef the upstream port is 50%. About 7.885(384*

38M/2) is recommended to be reserved. G.fast is usually used for FTTB because it takes
effect at a short distance for fewer users. Theegi@ G.fast device supports up to 96 users. In
addition, G.fast features higher bandwidth. Therefore, its upstream port needs to ensure that
every user can be provisioned with the lowest bandwidth of 1M his says it can fully
relieve bandwidth presires brought by 4K video.

Copper lines are greatly affected by distance and crosstalk. Therefore, the copper line
diagnosis system is recommended. Using this system, you cangitate the line
performance before service provisioning to determine thécgeprovisioning rate and then
the packages suitable for users.

Conclusion: Requirements on a Copper Network

The copper line diagnosis system is installed. Using this system, you eavepuate
the line performance before service provisioning to determie service provisioning
rate and then the packages suitable for users.

VDSL2, SuperVector, and G.fast are used to support at leddbpSbandwidth.
Retransmission and block interleaving are used to reduce dela$2a&.

FTTC/FTTB sites can be med closer to users when copper line bandwidth is
insufficient.
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TCP can be used if the physical bandwidth provided through copper lines can be reached
but throughput is insufficient. For details, see se@i@"TCP Accderation for
Network Thraughput Improvemertit

2.4.3Best 4K Experience Based on {TCAP

Traditional telecommunications carriers launch video and 4K services, bringing great
pressures to MSOs. Furthermore, traditional broadcasting TV ishalenged, that is, it
occupies a great amount of spectrums and neatied services (such as place shifting)
cannot be supported. Therefore, many cable carriers turn to IPTV.

Distributed D-CCAP Based on DOCSIS 3.0

DOCSIS 3.0 supports 32 channels forGlfpsdownstream bandwidth at most. Assume that
every program occupies 50dg@sbandwidth and 50% service provisioning rate is used. Every
D-CCAP supports a maximum of 66 4K users (recommended). In nowadays, a majority of
cable carriers deploying DOCSIS 318tworks use such networks for Internet access only,

and TV programs are transmitted in the traditional broadcast way. A large amount of DOCSIS
3.0 spectrums are reserved for broadcasting videos. Therefore, you are not advised to
provision lots of 4K vides over DOCSIS 3.0 networks. However, you can use DOCSIS 3.0
networks for few programs.

Distributed D-CCAP Based on DOCSIS 3.1

DOCSIS 3.1 now supports 4dosdownstream bandwidth. After spectrum expansion in the
future, it supports 10 Kpsdownstream bandwth, which is applicable to IPTV and 4K video.
Assume that every program occupies 50psbandwidth and 50% service provisioning rate
is used. Every BCCAP supports 164110 4K users, which is consistent with the number of
users supported by the remote finede.

Now, it is discussing to use G.fast over coaxial cables. Therefore, in the future, copper lines
and coaxial cables are only media resources for broadband access. All spectrums will be used
for broadband improvement and traditional broadcastingowidi be replaced with the

IP-based multicast andOD.

Conclusion: Requirements on a Coaxial Network

You are not advised to use DOCSIS 3.0 for a large quantity of 4K videos.
Every distributed BCCAP based on DOCSIS 3.1 supportsiad 4K users.

2.5 Metro/Backbone Network

As the 4K video service is developed, traffic on metro networks will mushroom. Industry
experience shows within two to three years of 4K service launch, traffic increases three to
seven times and that number increases to 10 times or maréwaftgears.
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Launch of 4K video services creates a surge in traffic and reducesnbergence rate

Com

pared to web browsing and other home broadband services, the waveform fluctuations in

video traffic are small as is tlwnvergence ratender the same concurrency rate.

Figure 2-2 Convergence rates of different services
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Faced by the traffic surge and change in the convergence model, the legacy network that has

high

aggregation ancbnvergence rasepresent the following characteristics when repdK

video:

Low network efficiency

When video traffic is increasing, capacity expansion is needed for E2E networksdevice
The more the aggregation layers, the lowercthrevergence rai¢ghe more E2E devices
need capacity expansion. If CDNs are deplayestream of the network where contents
are far away from endsers, service traffic has to traverse multiple network devices
before reaching thend usersconsuming a large number of network resources.

Poor user experience

In the case of multiple concumnieservices, a higher network usage will cause a higher
packet loss rate and delay, which accordingly deteriorate video service experience. On
light-loaded networks, 98.7% of burst packet loss occurs on aggregation nodes where
high bandwidth consumptioratnsitions to low bandwidth consumption. The increase of
packet loss also deteriorates video service experience.

Figure 2-3 Relationship between the delay and link utilization
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Figure 2-4 Relationship between the packet loss rate and link utilization
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Network delayeringnd simplification and proper CDN deployment will remarkably improve
the networlefficiency

Simplified IP network layers
OTN toCO

Distributed CDN deployment aligning with the service scale

In addition, service experience can be remarkably improvedébvservices are more
tolerableof network delay and packet loss.

2.5.1Simplified IP Network Layers

As video and 4K services are increasing intensively deployed, the practice of deploying
BRASSs at a higher layer of the network has become the key obstasiertexperience
improvement and deployment cost reduction.

Video experience

Video services are delagensitive. Transmission delay is natural for packets forwarded

hop by hop on a network. When the network is free of congestion, the transmission delay
is less than 50 us. Once the network is congested, eveipiiaglty services will

experience a millisecorl@vel or even seconlgvel delay on a single device. Therefore,
deploying the CDN at a lower layer of the network helps reduce the number of hops
between video sources and terminals, lower the congestion probability, and minimize the
E2E delay. When the CDN moves down, BNGs functioning as user gateways also need
to do so. OtherwisaleepetCDN will be meaningless.

Deployment costs

In scenarios where BNGse deployed at a higher layer of the network, meltel

aggregation exists between BNGs and the access network. This deployment scheme is
quite costeffective in an era dominated by Internet services, because a web page visit or
file download is usuajl completed within a short time due to the statistical multiplexing
characteristic of Internet services. Network resources are often used by different users at
different times. Traffic aggregates hop by hop from users to the access network, and then
to IPgateways and CRs. Therefore, traditional network design places one or multiple
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layers of aggregation devices between the access network and BNGs to reduce BNG
bandwidth requirements (BNG bandwidth costs are higher than switch bandwidth costs).
In the 4K ea, video traffic is dominant. Video service users are often stably online for a
long time, rendering BNGs' bandwidth statistical multiplexing characteristic less useful.
Meanwhile, the value of large Layer 2 aggregation decreases. In extreme cases, large
Layer 2 aggregation may even drive up network costs. In addition, many sites on the live
network use PPPOE to bear BTV services, and BNGs serve as thepastulticast
replication points for PPPoE users. Higher BNG location means higher E2E bandwidth
regurements and network construction costs.

The following describes some flat network architectures.
Figure 2-5 Flat network architectures
Traditional architecture Targetarchitecture1 Target architecture2
___CR | [ crR |
“ L5-> 13 Network
virtualization
___BNG |
m L5-> L2 Target architecture3
BNG to edge
L co
Target architecture 1: BNG to metro (network delayed from five to three layers)
After moving downstream to the Metro network, BNGs will be integrated with NPEs on the
Layer 2 metro network. After BNGs are further integrated with upstream PEs, the network is
delayered from five to three layers.
This architecture requires BNGs to tenadie L2VPN and user services on the metro network
and forward user service traffic to the upstream netwsa& L3VPN or Internet based on
service features.
An estimated metro network model for target architecture 1 is as follows:
OLT upstreandownstream anvergence rate: 1:2
CO upstreardownstream convergence rate: 1:2
BNG upstreartdownstream convergence rate: 1:2
CR upstreandownstream convergence rate: 1:2
4000 users per OLT
4 OLTs per CO
10 COs per BNG
10 BNGs per CR
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Table 2-2 Traffic model for target architectirl

ltem Quasi | Carrier -grade | Ultra 8K
4K 4k 4K

User bandwidth requirement (Mbps) 30 50 75 100

Penetration rate 30% 45% 60% 75%

Concurrency rate 20% 30% 40% 55%
CR upstream (Gbps) 180 675 1800 | 4125
CR downstream (Gbps) 360 1350 3600 | 8250
BNG upstream (Ghbps) 36 135 360 825
BNG downstream (Gbps)| 72 270 720 1650

izr:f:;ziri?m CO upstream (Gbps) 7.2 27 72 165
CO downstream (Gbps) 14.4 54 144 330
CR (Gbps) 540 2025 5400 | 12375
BNG (Gbp3g 108 405 1080 | 2475
CO (Gbpsy 21.6 81 216 495

Thebandwidth requirements for each device in the traffic model are as follows:
CO (device level): 100 Gbps at least, 200 Gbps recommended, 400 Gbps preferred, and
capable of smoothly evolving to 2 Thps

BNG (board level): 100 Gbps at least, 200 Gtgmommended, 400 Gbps preferred, and
capable of smoothly evolving to 2 Thps

CR (board level): 400 Ghps at least, 1 Tbps recommended, 2 Tbps preferred, and capable
of smoothly evolving to 8 Thps

BNGs must be capable of:

Providing FMC integrated access chitities
Bearing leased line services, home broadband services, and video services
Terminating L2VPN and providing access to L3VPN/Internet/new L2VPN

Target architecture 2: Based on target architecture 1, virtual access is used to map CO
devices into a BNGs remote boards, which are not independently presented.

After a BNG is moved downstream to the metro edge, a large Layer 2 network still exists and
there are still many aggregation NEs. Carriers must manage these NEs, which results in heavy
maintenance waloads.

Virtual access can further simplify the network architecture so that CO devices are managed
as a BNG's remote boards. The CO devices are not independently visible to a network
management system (NMS), which reduces the number of devices manageddrg and
delayers the network to two layers logically.
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Figure 26 shows the virtual access solution. After this solution is deployed, all @iCede

can be considered as a BNG's remote boards, whereas the CO devices' service interfaces to
the userside network can be considered as the BNG's interfaces. Virtual access enables
customers to configure and manage services only on the BNG, whiclcsigthif simplifies

service deployment and network O&M. In the virtual access solution, the CO devices are
called access points (APs), and the BNG is called a master.

AP: an access node in the virtual access system. An AP can be considered as a master's
boad and is automatically discovered and managed by a master. An AP receives
configuration and forwarding entries delivered by a master and provides external
communication interfaces.

Master: a control node in the virtual access system. A master establisime®!,
delivers a service, controls traffic, and manages connected APs.

Figure 2-6 Virtual access solution
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Virtual access offers the following benefits:

Simplified network planning

After virtual access is used, a master automaticallgulates forwarding paths and delivers
entries in the virtual access systeml$Sautomatically collects topology information in the
virtual access system, and no IP address needs to be configured on the interfaces between a
master and AP. Therefore,stamers do not need to plan IP addresses.
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Simplified service deployment

The control and management planes of the virtual access system are centralized on a master,
and services are configured and queried on a master or NMS. Therefore, customers do not
needto configure and manage services on APs. In addition, dynamic protocols (such as BGP,
LDP, and RSVPTE) do not need to run in the virtual access system, which significantly
reduces configuration workloads.

Simplified O&M and management

Virtual access sumpts plugandplay (PnP) for APs. After APs go online, a master

automatically discovers and manages them, which simplifies network O&M and management.
In addition, a master centrally reports service alarms in the virtual access system to an NMS
and APs reprt only their own fault alarms, which reduces the number of alarms and

facilitates fault locating.

The virtual access solution can be used for fixed broadband (FBB) services, including 4K
video services and metro services (such as VoIP, IP VANhd; ard Internet services).
Figure 27 shows a comprehensive bearer solution.

Figure 2-7 Typical application of virtual access
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Requirements for key devices' capabilities in virtual access scenarios:

In addition to requirements for BNG/CR/CO devices' capabilities in target architecture 1,
BNG and CO devices provide virtual access capabilities and are externally presented as a
uniqLe logical NE.
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Target architecture 3: BNG to edge (network delayered from five to two layers)
Compared with target architecture 1, this architecture further flattens the network by directly
connecting OLTs to BNGs without intermediate convergence or gafipe.
As aforementioned, in the Internet era, adding more switches helps enhance network
convergence, reducing the number of required router ports. Because router costs are far higher
than switch costs, this implementation reduces TCO. However, assadaoes are
increasingly intensively deployed, the bandwidth convergence rate is becoming lower and
lower. Switch aggregation can do little to conserve router ports now. According to a survey on
carrier C's TCO in province Y, when the convergence ratedest OLT upstream bandwidth
and BRAS upstream bandwidth equals 1:3, adding a layer of switches between OLTs and
BRASSs equals directly connecting OLTs to BRASs in TCO. As the convergence rate
decreases further, directly connecting OLTs to BRASSs turns dgt toore coseffective. In
addition, the upstream physical interface bandwidth of a mainstream OLT today can reach 10
Gbps, well matching the downstream interface bandwidth of a BNG. Therefore, there is no
need to add aggregation devices for bandwidtiptadian.
Figure 2-8 TCO analysis
Large Layer 2 LSW rationality analysis from the TCO perspective
v With LSW! Without LSW
140000 . 1 g - Itnou s
120000 :
100000
80000
&0000
40000
20000
. o dy A -
1:6 13 1:2 Ll convergence ratio
BNGs can move downstream in two modes. One is to leave BNGs at POPs but remove the
aggregation layer between OLTs and BNGs.
An estimated metro network model for this architecture is as follows:
OLT upstreandownstream convergenceeal:2
BNG upstreartdownstream convergence rate: 1:2
CR upstreandownstream convergence rate: 1:2
4000 users per OLT
20 OLTs per BNG
10 BNGs per CR
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Table 2-3 Traffic model 1 for target architecture 3

Item Quasi | Carrier -grade | Ultra 8K
4K 4k 4K
User bandwidtliequirement (Mbps) 30 50 75 100
Penetration rate 30% 45% 60% 75%
Concurrency rate 20% 30% 40% 55%
Bandwidth CRupstream (Gbps) 180 675 1800 | 4125
requirement CRdownstream (Gbps) 360 1350 3600 8250
BNG upstream (Gbps) 36 135 360 825
BNG downstreanfGbps) 72 270 720 1650
OLT upstream (Gbps) 3.6 135 36 82.5
OLT downstream (Gbps) 7.2 27 72 165
CR (Gbps) 540 2025 5400 | 12375
BNG (Gbps) 108 405 1080 | 2475
OLT (Gbps) 10.8 40.5 108 247.5

The bandwidth requirements for each device in the trafidel are as follows:
BNG (board level): 100 Ghps at least, 200 Gbps recommended, 400 Gbps preferred, and
capable of smoothly evolving to 2 Thps
CR (board level): 400 Gbps at least, 1 Tbhps recommended, Dfdfpsred, and capable
of smoothly evolving to 8 Thps

BNGs must be capable of:

Providing FMC integrated access capabilities
Bearing leased line services, home broadband services, and video services
Terminating L2VPN and providing access to L3VPN/Intemet/ L2VPN

The other mode is to move BNGs from POPs downstream to CO sites by deploying BNGs

and access devices in the same equipment room. After being moved downstream, BNGs will
face numerous diversified access devices and access interfaces.

An estimatednetro network model for this architecture is as follows:

OLT upstrearrdownstream convergence rate?
BNG upstreanrdownstream convergence rate2
CRupstrearrdownstream convergence rate2
4000 users per OLT

5 OLTs per BNG

40 BNGs per CR

Issue01 (2016:04-08) HuaweiProprietary and Confidential 29
Copyright © Huawei Technotpes Co., Ltd



White Paper on the Experiendeven 4K Bearer
Network 2 Experiencedriven 4K Bearer Network

Table 2-4 Traffic model2 for target architecture 3

Item Quasi | Carrier -grade | Ultra | 8K
4K 4k 4K
User bandwidth requirement (Mbps) 30 50 75 100
Penetration rate 30% 45% 60% 75%
Concurrency rate 20% 30% 40% 55%
Bandwidth CRupstream (Gbps) 180 675 1800 4125
requirement CRdownstream (Gbps) 360 1350 3600 8250
BNG upstream (Gbps) 9 33.75 90 206.25
BNG downstream (Gbps] 18 67.5 180 412.5
OLT upstream (Gbps) 3.6 135 36 82.5
OLT downstream (Gbps) 7.2 27 72 165
CR (Gbps) 540 2025 5400 | 12375
BNG (Gbps) 27 101.25 270 | 618.75
OLT (Gbps) 10.8 40.5 108 247.5

The bandwidth requirements for each device in the traffic model are as follows:
BNG (device level): 100 Ghps at least, 200 Gbps recommended, 400 Gbps preferred, and
capable of smoothly evolving to 2 Thps

CR (board level): 400 Ghbps at least, 1 Tbps recommended, 2 Tbps preferred, and capable
of smoothly evolving to 8 Thps

L] noTE

The BNG must be 300 mm deep and can reside in the same cabinet with the OLT.

After moving downstream to CO sites, BNGs must providatiyeaccess capability
(E1/ATM/POS/GE/10GE/40GE).

2.5.20TN to CO

Challenges to Traditional MANs

On a traditional MAN, Ethernet or MPLS switches are used for convergence and optical
fibers are used for transmission between BNGs and CRs and between OLTs and BNGs. Such
a MAN faces the following challenges during the fast development of 4K video services

Challenge 1: Limited trunk fiber resources cannot satisfy increasing MAN bandwidth
requirements of 4K video services.
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Take theCarriergrade4K video service ifTable 24 as an exampldzigure 29 shows a
typical model of a MAN with 800,000 users. The capacities atdhe layer and the
aggregation layers can reach 640G and 3.2T respectively.

Figure 2-9 Typical MAN model

Typical MAN model: 800,000 users

8 CDN Core-layer
= CR

Each CR is connected to 10 B

T —— — capacity:
BNGs (load sharing). 7~ “~ 3.9T/CR
Each BNG is connected v - o __‘ NG Aggregation-layer
to 20 OLTs (80,000 users). ' capacity:
640G/BNG

Upstream of each

OLT user: 4K OLT: 8 x 10GE

On a traditional network with direct fiber connections, each OLT uses four 10GE ports to
connect to each BNG. Therefore, 80 pairs of fiber$ @Gare required between each
BNG and OLT, and a total of 800 (2080) pairs of fibers are required.

Challenge 2: Timeonsuming fiber routing, connection, and adjustment cannot satisfy
demands for fast bandwidth allocation to 4K video services.

Although the traffic topology of a MAN is a tree shape, a ring topology with optical
cables is usually used between lovagrer nodes and upp&yer nodes because MANs
between OLTs and BNGs and between BNGs and CRs are constructed hierarchically
along roads. Multiple regeneration sites foefifjumping are required betwee®@€ and

BNGs If the direct fiber connection mode is used, fiber resources need to be coordinated
during each service adjustment or capacity expansion for rapidly growing video services,
which is timeconsuming. Even though existing optical fibers are available dgyd on
manual fiber adjustment is required, it still takes several weeks to manually adjust the
fiber connections. If new fibers need to be routed, it may even take several months.
Therefore, the traditional fiber capacity expansion mode cannot adapt toofasig

video traffic.

OTN to CO Satisfying Requirements of Heavy Traffic and Numerous Connections on
4K Bearer Networks

Video service development drives network flattening (the number of network layers is
reduced from 5 to 3). As a result, the distanaa/ben OLTs and BNGs and between BNGs
and CRs are extended, and interconnection bandwidth and connection quantity grow
explosively. The OTN to CO solution can provide basic interconnection pipes that provide
ultra-large singlefiber bandwidth, adapt to Igndistances, have no traffic convergence, and
support fast bandwidth on demand (BoBigure 210 shows the typical networking.
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Figure 2-10 Typical OTN to COnetworking
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OTN to CO, All over OTN,Simplified Architecture

Some carriers in the industry, such as China Telecom and China Mobile, have deployed OTN
devices to CO sites to carry 4K video services.

Values of OTN to CO

Transmission of n*Tbps data over one pair of fibers:Each aggregation ring requires
only one pair of fibers, greatly saving optical fibers.

Plug and Play (PnP) bandwidth poal OTN devices provide highuality hard pipes for
OLTs, BNGs, CRs, and CDNs. The directions and bandwidth can be flexibly adjusted.
ROADM based on wavelengths ane targecapacity (at the @pslevel) hybrid

grooming technology can achieve-demand bandwidth allocation to video services in
each direction. Users only need to add service port connections before provisioning
services. The PnP and remote configurateaidres enable the users to groom
transmission network services and expand bandwidth within minutes.

LO/L1 hard pipe (wavelength/ODUK subwavelength): OTN networking ensures zero

packet loss in the case of full load and a simglde latency of lessth&0 &€ s becaus
service passhrough is based on LO/L1 hard pipes, and supports-psimiultipoint

(P2MP) connections, satisfying the requirements of broadcast video services.

Function Requirements of OTN to CO

The OTN devices that carry OLT/IP services at different network layers need to
meet requirements. (ReferringTable 24, at least 50% margin ¢fie OTN
capacity need to be reserved.)

1 OTN device at CO sites: system capacity at large CO sites in urban areéps 3 T
system capacity at medium CO sites in counties > @fffls@nd system capacity at
small CO sites in towns > 100b@s

1 OTN device at B sites: a singkslot capacity of 400 Bpsand system capacity of
more than 6 Bps

1 OTN device at CR sites: a singdot capacity of 400 psand system capacity of
more than 12 bps
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Metro 100G WDM devices support pluggable CFP optical modules whose power
consumption is less than 50% of the power consumption of 100G MSA modules.

Photonics integrated device (PID) needs to be supported. The silicon photonics
technology is used to integrate separate traditional WDM ofiéigat boards, such as
OA, MUX, andDCM boards, into one board and implement automatic oplgar
configuration, simplifying O&M.

Programmable 100G/200G/400G OTN interfaces (FlexRate) are based on the same
hardware, and software configurations can achieve fast bandwidth acceleratitmy mee
different bandwidth requirements.

The Optical Doctor/Fiber Doctor (OD/FD) for monitoring online optical performance
and fiber quality can work with WMOS to locate physicdayer faults.

2.5.3Distributed CDN Aligning with the Service Scale

Well Planned Distributed CDN Helps Improve Service Experience and Reduce Network
Construction Costs

The rapid development of video services also raises requirements for storage and computation
resources on the network edge. To ensure video experience, multipleofeRElsls

(including core, edge, and regional CDNSs) have to be constructed. The closer the CDN is to a
user, the bettdiuser experience.

The CDN location determines the direction, delay, and packet loss rate of video traffic and
factors into 4K service prasioning costs. Trading storage resources for bandwidth is a

common practice in the industry, but this practice cannot be used under certain circumstances.
CDN deployment must align tightly with network deployment to achieve optimal TCO.

User Quantity of aCDN Affects the CDN Hit Rate and Utilization

CDN costs can be divided into three parts: streaming server costs, storage server costs, and
construction costs. CDN utilization is reversely proportional to CDN costs. The lower the
CDN utilization, the highethe overall CDN costs.

CDN utilization is determined by the CDN hit rate. CDN hit rate ¥ Number of source

retrieving times/Number of requests) x 100%. If a CDN node has cached the content
requested by a user, the CDN node directly provides the edimie upon request. This is

called a direct CDN hit. In this case, the number of source retrieving times remains unchanged,
but the number of requests increases by 1. If a CDN node has not cached the content
requested by a user, the CDN node will obthmdontent from its upstream CDN node

before providing the content to the user. Meanwhile, the CDN node caches the content locally.
In this case, the number of source retrieving times and number of requests both increase by 1.

Based on empirical data ansily results, the CDN hit rate is relevant to the number of

concurrent users. When there are only a few users, the requested content is highly dispersed.
As the number of users increases, the content dispersion degree gradually decreases. After the
number & users reaches a certain level, the content dispersion degree stays relatively stable.
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Figure 2-11 Relationship between the number of users and the content dispersion degree
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When the user quantity is small, deploying the CDN at a lower layer of the network will
significantly reduce the CDN hit rate.

Moving the CDN Downstream Drives Down Network Construction Costs, But Drives Up
CDN Construction Costs

After the CDN is deployed at a lower layer of the network, the utilization of some devices,
such as streaming serg, will decrease and new storage servers have to be deployed. As a
result, CDN construction costs will rise.

Figure 2-12 Comparison of CDN construction costs
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Moving the CDN downstream reduces traffic forwarding hops and intermediate network
devices, thereby drivindown network expansion costs.
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Figure 2-13 Comparison of CDN construction costs after moving the CDN downstream
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After analyzing the tradeoff between saved network construction costs and increased CDN
construction costs, we find that moving the CDN downstream witldsteffective only after

the number of users reaches a certain level. According to empirical data analysis results,
hierarchical CDNs should be deployed as follows:

Start deploying the level 2 CDN when the numbevidéo service users exceeds
150,000.n this case, a level 2 CDN node hosts not less than 30,000 users.

Start deploying the level 3 CDN when the numbevidéo service users exceeds
400,000. In this case, a level 3 CDN node hosts not less than 80,000 users.

2.5.4TCP Accderation for Network Thro ughput Improvement

In scenarios where the packet loss rate, delay, and jitter are high, TCP acceleration can
effectively improve network throughput and accordingly 4K VOD user experience while
shortening th@etwork expansioperiodand reducinghe netwok expansion scale and costs.

Table 2-5 TCP acceleration effects in the case of 100 Mbps bandwidth, 4 ms delay, and increasing
packet loss rates

No. | Delay | Packet FTP Download Rate (Mbps) [ FTP Download Rate (Mbps)
(ms) | Loss Rate (Not Accelerated) (Accelerated)
1 4 0.010% 100 100
2 4 0.025% 69 100
3 4 0.050% 48 100
4 4 0.100% 34 100
5 4 0.150% 29 100
6 4 0.200% 25 100
7 4 0.500% 17 100
8 4 1.000% 11 100
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Table 2-6 TCP acceleration effects in the case of 100 Mbps bandwidth, 0.01% packet loss rate,
and increasing delay

No. Delay Packet FTP Download Rate| FTP Download Rate
(ms) Loss Rate | (Mbps) (Mbps)
(Not Accelerated) (Accelerated)
1 4 0.010% 100 100
2 10 0.010% 53 100
3 15 0.010% 37 100
4 20 0.010% 30 100
5 30 0.010% 21 100
6 50 0.010% 16 99.8
7 100 0.010% 15 98
8 150 0.010% 14 92

Two mainstream TCP acceleration methods are currently available: network acceleration and
CDN acceleration.

Network accekration

TCP acceleration devices are deployed flexibly on the network to accelerate video service
traffic. The acceleration process is transparent, and terminals and service servers are unaware
of either acceleration devicestbeacceleration process. TCP accat®n effectively reduces
impact of network delay and packet loss on the throughput where it takes effect, retaining a
high throughput. TCP acceleration can be implemented for traffic of specified users or
services, monetizing differentiated services.

CDN acceleration

In-house developed TCP acceleration algorithms are employed or commercial TCP
acceleration software pltigs are installed on service servers to accelerate video service
traffic.

1 Ifin-house developed TCP acceleration algorithms are tsdse, each service
provider must develop their own TCP acceleration algorithms and perform software
upgrade on each service serverhtiuse developed TCP acceleration algorithms
must be effective.

1 If commercial TCP acceleration software ping are to beised, each service
provider must purchase and install such a{itugn each service server.
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Table 2-7 Comparison between TCP acceleration methods
Item Network Acceleration CDN Acceleration
Value-added Traffic  acceleration can b| Servicelevel TCP acceleratio
operation performed for specifiedusers or| is allowed.
services, implementing refined U§ Refined usetevel managemen
throughput ~ management  al and multiservice coordinatio
differeniated user experience. control are difficult to achieve.
Solution Network acceleration devices can| Traffic acceleration is specific t
deployment shared by multiple services al services on each service serve
cost allow ondemand expansion.
Solution Only network reconstruction i All service servers in use mu
deployment needed, withot modification on| beupgradedwhich takes a long
complexity terminals or servers. time for deployment.
Network acceleration devices a Termind upgrade is also needs
deployed in standalone mod in some solutions, which i
decoupled from services. TH complex.
deployment is simple and quick.
Network acceleration and CDN acceleration solutions have their own advantages in specific
scenarios. You can consider the operation, costs, and deployment complexity and select one
based orthe live-network conditions and service targets.
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O&M: Visualized Video Experience
Management

From the O&M perspective, experierdaven 4K bearer networks should be perceivable and
manageable.

Perceivable:4K video user experiee can be perceived.

Manageable:Faults can be quickly demarcated and located when video experience
deteriorates.

Such a perceivable and manageable-ojgality 4K bearer network requires the mapping
O&M architecture.

Figure 3-1 Experiencedriven 4K bearer network O architecture

Thevideo quality monitoring systemsupports media service operations center (SOC) in the
following aspects:

Monitoring user video tWMOS/KQIs and providing warnings as required

Monitoring video source quality, providing warnings as regpliland providing
multi-dimensional analysis and display

Monitoring platform and STB running conditions and providing rrdilthensional
analysis and display
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