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VR Service and Application Overview

Virtual reality (VR) is the nexgeneration Internet and nexéneratiorcompuing platform.

VR is publicly recognized as a virtual environment ta#ddy computers. The environment
replicates a real world or creates an imaginary setting where users interact in real time with
the virtual space.

VR is multisensory. According to conceptual models proposed by J.J.Gibson, the perceptual
systems of humarisclude thesight, hearing, touch, smell/taste, and directiéR is

supposed to satisfy aif thesesense®f users. In MPEG seminars, VR is considered as a new
media type, different from videand audio

Based on this definition, VR involves a variefykey technologies and applications. For
example, the key technologies include

360 Panoramic Video;

Freeviewpoint;

Computer Graphics;

Light Field and so on.
Based on the above key technologies, various applications are gefrenrait®R, such as
onlineVOD & BTV based on th860 panoramic video technologndfree viewpoint

technology and VR standalone ganas] computer graphidsgased/R consolegames
online games, and VR simulated environments
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VR (Interactive VR)

Multitude-VE Interactive

Category (Weak-Interactive VR)

When users are in a virtual environment, their experience s passive and the U“."""‘:;%."‘:‘Y"‘"“
Experience [ contentof the experience is preset. G :

Users select limited viewpoints. Entities in a virtual environment

Users do not actually interact (touch or feedback) with the entities in a virtual respond in real time to interbehaviors,

environment. which are perceived by usres.

45 35
2

f -k
e You (T2 NEXTVR S
Application % H
|L360° Video Event live broadcast

These applications targdifferent market scenarioBor example, Goldman Sachs classifies
the VR market domain into games, event live broadcastertainment videos, healéne,
real estate, retail, education, engineerargl military affairs.

Three elements of VR are as follows:
Spatiat Virtual envirmmment information perceived by users is spatial and contains mass
information.

. InteractUsers can conduct information interaction with spatial data in virtual
environment and other users. Information forms connection and flow among users.

RealTime-Information interaction of users in virtual environment is 4#t@ak, which
requires reatime information connection.

According to the three elements of VR, any VR application involvedirealconnection and
flow of mass informationvhen it comes to online tveork applicationsand bringsew
challenges to the netwogkchitecture
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VR 360 Video Is the First Prosperous
Online VR Service

2.1 Development Trend of the VR 360 Video Industry

VR 360 Video provides a physical space field of vision surrounded by thén8680ntal
direction (longitude) and the 180°ertical direction (latitude) at the observer's physical
location. Users can switch viewpoints by changing the position of their heads or by input
devices such as a mouse and remote control so as to bringrabeisive experience

Combining analysis on industrial elements such as users, technologies, hardware, content and
standards, we think that among numerous key technologies and applications of VR, VR 360
video based on the panorama technology will bedtwadrst prosperous online VR

application.

According to the VR/AR industry report published by Goldman Sachs in 2016, VR event live
broadcasts and VR video entertainment based on the 360 panorama technology will own
52,000,000 users in 2020, including@30,000 for event live broadcasts and 28,000,000 for
video entertainment, which accounts for 40% of all expected users (130,000,000) of VR
application domain. In 2025, users of VR 360 video will be 174,000,000, including
95,000,000 for event live broadcasind 79,000,000 for video entertainment.

Game

Event live broadcast
Video entertainment
Retail

Real estate
Education

Health care

H B E EEEEBE

Military affair

Engineering
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Unit: 10,000
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B Video
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Currently, driven by the Internetdustry'slayout, content sources and user groups of the VR
360 video have taken shape:

Content sources of the online VR 360 video increase rapydfor the latest year. YouTube

sets the 360 video area and the number of newly uploaded VR 360 videos is over 8000; the
market video number of Oculus 360 Video which provides content to Samsungr@ear

Oculus CV1 is over 1000;idfeo is a content platforfiocusing on 360 videos, which provides
high-quality 360 video online content to HTC Vive, Oculus and Samsung Gear. Among them,
full-view 360 videos of 4K resolution is over 400, accounting for 70% of the total number;
domestic traditional Internet videompanies including Youku, Letv an@lY | also set the

360 video area, focusing on establishment of content ecology. Most of the video sources are
homemade variety shows, with the number of several hundred; online services of Next VR
includes VR 360 live lmadcasts/playbacks, VR 360 films and documentaries on demand. It
has carried out highuality VR 360 live broadcasts successfully for welbwn matches

such as NBA, U.S. Open (golf) and International Champions Cup.

VR 360 video consumption also grows ragly. The usebaseand clicks of VR videcs,
especiallyhot videosare alschuge.Top N 360 videosat YouTubehaveaveragedaily clicks

of 205,000. Hot 360 videos of the Youku VR channel have average daily clicks of 40,000.
Samsung Gear also has 1000,é@ihthly active users.

2.2 Trend Analysis of VR 360 Video User Behavior

2.2.1Prediction of User Penetration Rates

The user penetration rate of VR 360 video services and its traffic trend are crucial to
analyzing their influences on the bearer network architecture.
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Thelnternet Trend2016 report issued by Mary Meekibe Queen of the Internet showed

that there were 3 billion global internet users at the end of 2015, but the growth rate showed a
stable down trend faa consecutive dbur years between 10% and 92onbining the

historical data with the analysis data reported by a consulting company, the trend data for
global internet users with some common methods are shown as follows:

Year 2015 2018 2020 2025

Linear trend prediction | 3 billion 3.8billion 4.4 billion 5.8 billion

(Between 9% and 8%)

Binomial trend prediction 3 billion 3.8 billion | 4.4 billion 6.2 billion

Analyst report / 3.6 billion |/ 4.7 billion
(eMarketer) (Microsoft)

Combined with the above data, the predicted values of global internet user fmusein
2020 and 2025 are 4.4 billion and 6 billion respectivitgording to the VR 360 video user
number prediction given by the Goldman Sachs report, the user penetration rate at the
scheduled time is shown as follows:

Application Service Penetratio n Rate 2020 2025
VR entertainment video 0.55% 1.32%
VR event live broadcast 0.65% 1.58%

2.2.2Prediction of User Viewing Habits and Average Traffic

As previously mentioned, due to terminal and content experience issues, the playing time for
a user every timés hardly more than 20 minutes with existing VR technology in 2016.
During the transition of VR 360 video popularization, the industry will adopt a compromise
propose combining traditional terminal with complementary HMIth the improvement of
terminaland content experience, the playing time for a user everycom@nuousy increases.

It is predictedhat the longest playing time for a user every time is up to 60 minutes in 2020,
and above 120 minutes in 202%ieh is similar to the curremtaditioral viewing habit

1. Entertainment Video:

TheChina VR User Behavior Survey (201ticatsthat the daily average usage time

of current VR user is 34 minutes, of which the playing time for VR 360 video is about 10
minutes.However, the Goldman Sachs repadicated that the potential user group of

VR entertainment video is si miThatrlsoiso t he
the target market of the VR video content in a long run. The VR entertainment video
viewing level in 2025 shall reach thdtMetflix traditional video useilowever, the

TDG Research in 2015 indicated that the daily average playing time of the subscribers of
Netflix on the global scale is up to 93 minutes, which is what we predicted the daily
average playing time of the VR 36@tertainment video user in 2025.

In view of the terminal characteristics, we think that the VR 360 entertainment video is
generally used in the living room. The usage time ratio between the evening leisure time
period (19:0623:00) and other time periddr users is 8:2. That is, an average playing

time of evening leisure time period an hour is 20% of the daily average playing time.
According to the peak load shifting effect of a user group using service at the same time,
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the overall traffic generated fasing the service is equally distributed within an hour.
Based on the presumption, we can get the user average traffic for watching entertainment
video approximately.

2016 2020 2025
Daily average playing time (minute) | 10 52 93
Proportion of evening lsure time 80% 80% 80%
period (19:0623:00)
During evening leisure time period | 2 104 18.6

(19:0023:00), service time generateq
by a user in an hour (minute)

Traffic of evening leisure time period| 2*60*B* | 10.4*60*B* | 18.6*60*B*N1/3600
(19:0023:00) N1/3600 | N1/3600

B:VR 360 video bitrate

N1: network VR erdgrtainment video
user number

2. Event Live Broadcast:

According to the Goldman Sachs report in 2016, the users will watch 2 events live per
year at firstAs the contents become rich, the viewing numbédriveilincreased

gradually, which is about 4 in 2025. The duration of a concert is mainly between 1.5
hours and 2 hours; the live duration of a NBA basketball game is between 2 hours and
2.5 hours; the live duration of a football game is about 2 hoursnkiugion, an event
duration is 2 hourg€Considering that the ratings of the event live broadcast have the
extremely obvious tidal effect, the daily average playing time cannot reasonably reflect
the user habit of the event live broadcast, the audienog ttall be used to measure its
effects on a networlAudience rating refers to the percentage of the number of people
watch a certain program in a certain period of time from the total number of audience.
We think that the live events can be classified major events (such as Olympics
Opening Ceremony, 70th Anniversary of the
Resistance), hot events (such as American Presidential Election), and general events
(such as concert and variety show that will be follolwgdisers with specific interests or
preferences) according to the influence area and atteWWowill obtain the live

audience rating data of these events in history for reference on andiaisvhile, due

to common sense, we think that the audientiega@f an event in a certain grade will not
change with the changes of the time. The factors that will impact event live broadcast
traffic in different ages mainly depend on VR 360 video bitrate and user total number of
event live broadcast.

Major Event Hot Event | General Event

Audience rating R 8%-15% 2%-8% 0.5%2%

Traffic during event live broadcasf N2*R*B
B:VR 360 video bitrate

N2: network VR event live
broadcast user number
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3. Overlay:
2016 2020 2025
Live event during 2*60*B*N1/3600+ | 10.4*60*B*N1/360 | 18.6*60*B*N1/360
evening leisure time | N2*R*B 0+ N2*R*B 0+ N2*R*B

period (1:00-23:00)

Live event during
other time period

N2*R*B(Compared with the evening leisure time period, the
orrdemand traffic in other time period is relatively small, which

can be nglected)
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Service Principle and Network
Requirement s of VR 360 Video

3.1Full Perspectives and FOV

The vision of users in the vidlienvironment is consideredspace ball, which unfolds 360°
horizontally and 180°ertically. With a terminal, users recgbaet of the spherical data

though either eye, the extent to which depends on the Field of View (FOV) provided by the
terminal.

T |
¥
T

If FOV is 907 1/8 of the spherical data is received; if FOV is 1207 2/9 of the spherical data is
received. This is not apipable for VR on traditional terminals, such as televisions, pads and
phones, where the angle of view is far smaller than 90°

3.2Image Quality and Interacti ve Experience

The issues for VR experience focus on perception and physiology. The physiolagieal is
are an imperative in the industry for the widespread use of VR. The players in the market
generally encounter the four physiological issues as follows:

Issue 1: Quality of visual information. As known by all, the visual fatigue caused by low
image qulity can lead to dizziness. The industry strives to optimize the quality of VR 360
video, to upgrade the resolution ratio and the image quality over recent years.

Issue 2: Head movement and mottorphotons latency (MTP). The mainstream of industry
believes that the latency should not exceedr®) otherwise it should cause dizziness.

Leading VR terminal manufacturers, such as Oculus and HTC Vive, have started with sense
tracking components, display screen technique and GPU and managed to reduce the
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localization of motiorto-photons latency to 20ms by promoting the performance of
endto-end software and hardware.

Issue 3: The conflict of motion perception. Lack of the output of motion feedback may cause
mismatching of motion and the visual information sednich leads further to dizziness. To
solve this issue, it requires myftterceptibility of abundant VR terminals from the industry to
provide fusion abilities including vision, hearing, touch and motion feedback and to develop
the function of VR new medi@ full extent.

Issue 4: Vergeneaccommodation conflict, or focusing conflict, occurs in a display terminal

that utilizes the theory of binocular parallax. Because no depth data is provided by the light
emitted from the screen, the focus of the eyesiithe screen. The focus adjustment of the

eyes mismatches with the visual depth, which causes dizziness. This experience issue requires
a new technology, which records and restores the intensity and angle of the light emitted from
a spot in the thredimensional space by using the record of the light field and the projection
technology. This technology will mature in the future.

This section will demonstrate on the two issues which the industry have focusing for
breakthrough, which refers to the imageliy@&xperience corresponding to the quality of
visual information and the interaction experience corresponding to the Am{wtons
latency.

1. Image quality experience:

Due to the difference between the full perspectives and FOV in the virtual ribaity,
traditional description of resolution ratio for OTT video corresponds to spherical full
perspective resolution ratio for VR 360 video. What determines the image quality
experience of VR 360 is the monocular resolution ratio (FOV resolution ratio}) whic

can be converted into pixels per degree (PPD) visible in each angle in the FOV area. The
higher the PPD value is, the higher the PPD of the field of view is, and the better of the
image quality experience will be. The maximum resoluble PPD for usecsroh

eyesight is 60. Average person cannot tell the distances among pixel points if the PPD
exceeds 60.

For example,ite online VR 360 video from Ydwbe with 4K resolution employs H.264
codingat an average code rate of 20 Mbps, which th@highest tade. However, the
actual monocular visible resolution of 4K resolution in spherical full perspective is only
960*960, which has only 10 pixels in each degree in the corresponding 90%ield of view.
This value is far beneath 60 PPD required by the refinaronal eyesight. The actual

video experience is worse than SD video on traditional TV, PC and Pad.

Screen | Screen | Viewing Width Height | Horizontal | Vertical PPD [ FOV
Type Size Distance (meter) | (meter) | Resolution | Resolution

(inch) | (meter)
TV 60 15 0.98 0.55 360 240 10 36
PC 24 0.6 0.39 0.22 360 240 10 36
Pad 10 0.25 0.16 0.09 360 240 10 36

Drawn from the above example, because an immersion terminal (HMD) of VR has a
field of view larger than traditional terminals (TV/PC/Pad/Phone), a VR 360 video
requires a higher monocular resolution ratio and full perspective resolution ratio to meet
the PPD requirement for a competent image experience. The full perspective 4K
resolution ratio is far behind the required video quality. It is a necessity to increase the
resolution ratio to over 8K. Take FOV = 90 as an example, when the full perspective
resolution ratio reaches 8K, the monocular resolution ratio is 1920 x 1920, PPD = 22;
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when the full perspective resolution ratio rises to 12K, the monocular resolutiois ratio
1920 x 1920, PPD increases to 32. We will demonstrate on the evolution route of VR 360
video image quality experience later.

Interactive experience:

According to an academic research, VR applications are divided inteimtesdkctive

VR and interactivé/R by the interaction experience angle between a user and virtual
environment (VE). VR 360 video is we#@ilteractive VR, where users passively
experience préilmed contents in a virtual environment. Users alter viewpoints by
swiveling but cannot engage substantial interaction with the virtual environment.

Accordingly, the interaction experience of VR 360 video is mainly reflected in head
movement and motieto-photons latency (MTP). Mainstream of industry believes that
while using immersion terminald)e MTP cannot exceed 20ms, otherwise it should

cause dizziness. In other words, while users alter viewpoints, the global MTP of terminal,
network and cloud processing should guarantee the uniformity of head movement and
FOV image alteration. The imagedagie latency should not pass 20ms, nor should
whole/part of the view loses image information.

3.3Projection and Coding Technique s

Projection and coding techniques determine the formahich VR 360 videos are produced
and organized, and the amount of medinformation cordined. This is critical for
quantifyingnetwork requiremestfor a certainuser expegnce

1.

Projection technique

VR 360 video needs to alter the space ball information intedimensional media
format, which requires projection technicthat traditional videos never employ.

Currently in the mainstream format of VR 360 video, equirectangular projection (ERP),
image quality may manifest distortion, and the compression efficiency is within
bottleneck. This approach of projection employgpactl idea of projecting meridian

and parallel and unfolds the sphere into-tlimensional rectangle. The orthogonality of
meridian and parallel for isometrical projection is 90°with no angular distortion but
maximum area distortion. The angle stayslstafminly due to the increase of the area.
The projection of the equator of the sphere manifests small degree of quality distortion
which increases towards the two ends. While the two ends unfold and the angle stays the
same depending on the area increasege ineffective redundant pixels are introduced,
which causes low efficiency indeo coding and compression. Yaube, Oculus and
Samsung Gear abroad and domestic Youku and iQiYi all adopt VR 360 media files
produced by this projection.

Platonic stid projection (PSP) with its low degree of distortion and high efficiency of
compression becomes the new direction of industry. It utilizes another typical map projection
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idea, which divides the sphere into numbers of spherical trapezoids based ommaridia
parallels with the same difference of longitude and latitude and project to certain polyhedron.
Polyhedron here can be tetrahedron, cube, pyramid and dodecahedron. Each trapezoid is
projected individually, which leads to low degree of distortiom&ang submitted the

proposal on PSP projection on the MPEG meeting in May, 2016.

Projections 3D Model 2D Projection Vertexes | Area Ratio
VS. VS.
Sphere | ERP
Tetrahedron 4 3.31x 2.11x
(4 faces) /
Cube ) 8 1.91x 1.22x
(6 faces)
|
Octahedron /\/\/\/\ 6 1.65x 1.05x
(8 faces) \ \/\/\/\/
Dodecahedron | =" 20 1.32x 0.84x
(12 faces) § |
Icosahedron | <™ " " 12 1.21x | 0.77x
(20 faces) / I
\‘\/
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3.4 Network

Coding Techmue

VR 360 video can be compressed with ordinary video coding technologies. H.264 is the
most applied video coding technology, ane\HC andVP9 are the industryecognized

coding technologies for the next generation. According to the conclusion of a recognized
test, the compression efficiency of HEVC arff@9is higher than that of H.264 by 30%.

The latest research of MPEG and othend#ads organizations suggests that the
compression efficiency of the negéneration coding (H.266) is 30% higher than that of
HEVC.

The VR 360 video with effect of field depth (3D), is synthesized with two images with
binocular parallax in left and riglstyes, so as to form a thrdamensional (3D) effect. It

is reflected on the media format that the two images corresponding in left and right eyes
are coded into same frame, and possibly in lateral arrangement or vertical arrangement.
For the information gantity without compression, the 3ffect VR 360 is twice than

the 2Deffect one. As the contents in lefght eyes have higher correlation, the
compression efficiency can be further enhanced to achieve the same image quality. The
industry test resultshew that, with the same version of coding technologies, the
compression efficiency of 3Bffect VR 360 video can be enhanced 25% further above
the 2Deffect VR 360 video.

Transmission Technology Routes

The online transmission of VR 360 video iris two main technology routes:
omni-perspective transmission scheme and FOV transmission scheme.

Omni-perspective Transmission Scheme

The omniperspective transmission scheme is to transmit 360°surround image to the
terminal; when a user head rotateswatch the image, all the processing is finished in

the local terminal. Under the same situation of monocular visual resolution, for such
reasons as frame rate, bit depth, 360 degrees, the code rate of VR panoramic video is
much larger than that of nornjalanar video; the former generally is 5 to 10 times larger
than the latter. The extreme panoramic VR video perfection of monocular 8K, for
example, its bandwidth is required to achieve 5G during watching, which can be a great
challenge for the network spa and also increase the costs greatly.
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While the whole panoramic video is in 3605 actually viewers can only see the current
vision part during their viewing; thus, the unseen part occupies the network bandwidth
but is not really utilized, causing largsaste of network resources. Against this situation,
this industry sector proposed an FOV transmission scheme for differentially transmitting
VR video on the basis of visual angle.

FOV Transmission Scheme

However, the FOV transmission scheme mainly fangmitting the visible images in the
current visual angle, generally divides a 360°panoramic vision into multiple visual
angles, and generates one file respectively for each visual angle, only containing the
visual information of the high resolution withvisual angle and the low resolution in
surrounding parts; the terminal requests the server for the correspondingaaigigsiile
according to t h-angleposturedssitian.uwhenghe visual angleu a |
changes by user head rotation, thenteal requests the server for the visanle file
corresponding to new visual angle.

Among the FOV transmission schemes published in Facebook, totally 30 visual angles
are divided, and each visuahgle file is only 20% of the original file; the transsion
coderate is accordingly only 20% of the original, greatly reducing the bandwidth
requirements of viewing VR video, and improving the effective bandwidth utilization.
But this scheme also has some shortcomings, such as the total sum of vides fille siz

all the visual angles is 6 times of the original file, occupying more storage space in the
server; however comparatively, the bandwidth resources is more valuable.

The following will give more detailed elaboration on these two schemes.

3.4.10mni -perspective Transmission Scheme

In the omniperspective transmission scheme, a frame of the data received by a terminal

contains all the visuangle information for the space ball visible to a user. The terminal will
process the interactive signals of changesdimal angles; the terminal extracts FOV

information from the cached frames according to visumgle information. After the FOV

information is corrected and restored in the player, the users will obtain the visual information

in a normal angle. Therefgrihe 20 ms required by interaction experience is ensured by the
terminal, not involving the network delay and cleert delay. This scheme requires a higher
bandwi dth speed but a | ower delay. This is
fordelayp . Thi s transmission scheme directly wuti
transmission technologies, such as MPEG.DASH, HAS, HLS, and HPD; it adds a function of
projecting and restoring FOV information from orm@rspective frames in a terminal player;
thedetails of its flow will not be discussed in this paper.

3.4.2FOV Transmission Scheme

In the FOV transmission scheme, one frame of data received by the terminal never contain all
the visualangle information without distinction of the space balls, but strec¢he
corresponding fr ame d a tangleaastare; ong framg of tata ortlyh e u
contain the visual i-field anglepvahileithe rermimdl ne¢db te judge r t
the posture position of visual angle caused by user lo¢gtibn to send the interactive signals

to the cloud end, and to request the frame data corresponding to new postures. So the 20ms
required by interaction experience contains not only the time delay of terminal processing and
also the time delay of netwotkansmission and cloud processing. This scheme requires lower
bandwidth speed but higher tirdelay (E2E<20ms), belonging to a transmission scheme of
itidreel ay exchanged for bandwidtho. This tran
current mainstrea video transmission technologies, such as MPEG.DASH, HAS, HLS and

HPD; but it accordingly requires the generating mechanism of media files, the processing
mechanism of cloud and terminal, thus to form a peculiar flow. The following article gives

more elabration on its detailed flow.
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1. Posture definition: define the visuahgle posture position of enumerated user in space
balls, and number it frori~N; each No. corresponds to a visaalyle range, and the
visual angle range can just equal FOV and alsa&ater than FOV.

2. Media generation: generate N media files according to the number of aangial
posture position, and store them in a cloud server. Prepare the media description file
(MPD) on the cloud server.

3. When playing the VR 360 video, the tenai first requests the cloud for the access to
media description file (MPD), to obtain the relationship of a user's ws\gé posture
position and media files.

4. The terminal requests the media filend the timegpointt0 of VR 360 video playing start,
according t o uangerpdstre positiom. Afrertclowd reseives the request,
it addresses the corresponding tithef the media file to begin transmission. Terminal
begins playing at the tima0 of receiving the minimum buffer data volursepporting
playing, and continues to request the cloud for subsequent media file content.

5. If the user changes its visual angle at the tilméor each agreed visuahgle change
degredl , the terminal identifies out the corresponding visaradle posture position fs
and the Positionand Positior) are continuous adjacent two positions. Terminal requests
the corresponding media fijeand the timepointt 1 +adp¢R 360 video playing
beginning.

An FOV transmission scheme based on pyramid projection was published in Facebook in
early 2016. Pyramid projection belongs to a kind of PSP projection technology, capable of
reducing the average codate of media file to 20% of the originalage quality of ERP
projection. While it sacrifices some partial imamgeality experience to reduce the
requirement on the E2E 20ms interaction, as a modified FOV compromise scheme.

The above figure shows that all the spherical data correspondingte user 6s Vvi sua
information in virtual reality is put into the pyramid projection. The plane in right front of the
user viewpoint is FOV plane, with high resolution codee; the rest four planes are Ae@V
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Bandwidth
requirement

planes, with the resolution gradually loweyiftom side intersecting with FOV plane to the
vertex in the opposite direction of visual angle. Adjust the pyramid after unfolded, and all the
360°spherical visual information can be placed in the rectangle frame. This coding in
rectangular frame formdias very high compression efficiency; the code rate of pyramid
projection can be reduced to 20% of the original image quality of ERP projection.

Regarding transmission technologies, Facebook uses the network transmission technology
compatible with existig technologies to sacrifice some storage space for shortened latency
and profile experience for interactive experience. This technology has following features:

1.

It can number averagely distributed user head poses, aadgate 30 tapered fuliew
files end save them on the server (sacrificing storage space for shortened latency),
compatible with existing MPE®ASH streaming solution.

When a user's head pose does not change, thedsglution FOV plane is decoded by
default.

When the change of a user&sal position does not exceed the request threshold, the
FOV information that the user receives is composed of the large part of FOV plane (high
resolution) and small part of ndfOV plane (low resolution). In this way, this

technology sacrifices profile prrience to ensure the interactive experience.

When the change of a user's head position exceeds the request threshold, the FOV
information that the user receives is composed of the small part of FOV plane (high
resolution) and large part of n®1OV plane(low resolution). At the same time, the
system requests the tapered-ftiéw file mapping to the new pose and replaces the FOV
information with FOV plane (high resolution) after Buffer obtains sufficient data, to
sacrifice shortime profile experience fdanteractive experience.

High
resolution

) ) =)

Head turn angle oW  Head turn angle Request for

FOV plane 1: full-high resolution

¢

Head pose No.1

not exceeding jtion  exceeding 9" No.2 FOV plane 2
threshold threshold ’ - full-hi i
Mix large part of FOV plane (HD) Large part of plane in LD FOV plane 2: full-high resolution
and small part of non-FOV1
plane (LD), degrading profile Complete one GoP
experience (interaction download for FOV plane 2
experience not affected) in the time threshold
Head pose No.2 sensed by a user
Complete N x
Pose GoP data
When No.1 pyramid file is bein%downloaded, the interaction ggw:rlil‘);lcé;n user.
video can be smoothly played. Bandwidth = 1.X times process, v lhr‘;shold time
bit rat requirin 50
average bit rate e TY*RTT

Time
Stable download phase Control interaction phase Burst download phase Stable download phase
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3.5Network Requirements Analysis

3.5.10nline On -demand Service

The VR 360 online oilemand service is based on the Transmission Control Protocol (TCP)
and its network requirements are determined by three factors: instant loadindy pragot

and view interaction. The view interaction for the-ftibw transmission solution is
implemented at the terminal side, so that the network requirements are not considered.

1. Instant loading

Instant loading is the time for a user to receive thealigavironment information when
playing a ordemand VR 360 video. Instant loading is divided into three phases: instant
loading signaling interworking (X1), minimum decoded buffer media packet download
(Y), and player play loading preparation (2). If ansesquirement for the instant

loading time isT1,X 1 + Y+ Z0OT 1

If Rate, is set as the average bit rate of a VR 360 viBedfer ime is the minimum
decoded buffer media packet time of the termiDalis the data volume at the TCP slow
start phaseX1*RTT is the roundrip latency at the instant loadingyaaling

interworking phase$S*RTT is the TCP slow start latency, adds the terminal player
loading preparation latency, the etodend TCP throughput must meet the following
formula:

TeoTh _ Rate, = Buffer . — Ds
P Pmin = “11 X1+ 5) «RTT—Z
If Pis set as the packet loss rate (PLR) is the physical bandwdth, MSSis the

minimum transmission unit, arRITT is the latency between the terminal and server, and
based on the following classical TCP throughput formula:

MSS 1 Rate .+ Buf fer ..

min{Max(BW), ﬁxf‘_ﬁ} = T1—(X1+S) ~RTT—Z

we can obtain the following formula:

MSS 1 Rate .+ Buf fer ..

min{Max(BW), ﬁxf‘_ﬁ} = T1—(X1+S) ~RTT—Z

2. Smooth play

When a user watches a VR 360 video, theterghd TCP throughput should be always
greater than N times the average bit rate, namely:

. MS5 1
min{Max(BW), RTT x f'_E} =N =+ Rate_,
2

Where N is temporarily set to 1.5.
3. View interaction

The view interaction requirement indicates the condition that the network must meet to
make the Motiorto-Photas Latency (MTP) smaller than the target value when a user's
view position changes, and minimize the u
information missing, or quality degradation). View interaction is divided into three

phases: view changé@saling interworking (X2), minimum decoded buffer media

packet download (Y), and player play loading preparation (Z).
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If a user's requirement on MTPT2 (often taking 20 ms) and the requirement for the
time of FOV information deterioration during a heach isT3, the equation

X2+ Y+ZOmi nnust Be,m&t3This document analyzes Facebook's pyramid
projectionbased FOV transmission solution. Since the Facebook solution sacrifices the
shorttime profile experience for a better interaction experience, and the T2 requirement
is al© met on the terminal, we only need to meet the T3 requiremé&Rdtdy; is set as

the average bit rate of a VR 360 vid&uifferime is the minimum decoded buffer media
packet time of the termindDs is the data volume at the TCP slow start phd2&RT T

is the roundrip latency at the view change signaling interworking ph8%e7TT is the

TCP slow start latency, arflis the terminal player loading preparation latency, the
endto-end TCP throughput must meet the following formula:

Rate,.+ Buffer;..— Ds
T3 - (X2+5)+=RTT-1Z
If Pis set as thpacket loss rate (PLRBW is the physical bandwidthSSis the

minimum transmission unit, arRITT is the latency between the terminal and server, and
based on the following classical TCP throughput formula:

TepThrpy, =

MSS 1 - Rate,.= Buffer .
RTT 5/ T3 -(X2+5) ~RIT-Z

min{Max(BW),

we can obtain the following formula:

MSS 1 Rate, .+ Buffer..

min{Max(BW), ﬁxf‘_ﬁ} = T3 —(X2+5) ~RTT—Z

Basedon above analysis, we summarize network requirements for the onlaentand
service as follows:

Bandwidth Latency and PLR
tlzrzg-s\/rlri\évsion solutior] = Ratey « BUffertime N =Rate,) MSS * 1 Max(EW)

2 (X1 +85) -RIT—-Z Bor) RTT 5= W)
FOV transmission Rate,, « Buffersme Rate,, - Buffery,. | MSS

1
—— % — = Max(BW)

i =
solution = max (3 (2+5)-RTT-Z' | RTT _[p

(Facebook)

.N = Rat
1—(X1+5) «RIT—Z Sy _

3.5.20nline Live Telecasting

Network requirements fohe VR 360 online live telecasting service are determined by three
factors: instant loading, smooth play, and view interaction. The view interaction for the
full-view transmission solution is implemented at the terminal side, so that the network
requiremerg are not considered. This section describes the network requirements for
UDP-based live telecasting of VR 360 videos. The live network requirements for TCP
transmission are the same as the onlind@mand service.

1. Instant loading

Instant loading is théme for a user to receive the virtual environment information when
joining a live channel of VR 360 videos. Instant loading is divided into three phases:
instant loading signaling interworking (X1), a complefeaine download phase (Y),

and player play lading preparation (Z). If a user's requirement for the instant loading
timeisTL, X1 +Y1+Z210T1
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Generally, the Fast Channel Change (FCC) solution is deployed to accelerate the live
channel switching speed, and the bandwidth per user must not be less than 1.3 times the
average bit rate, so that the FCC solution can function normally.

If Ratey is set as the average bit rate of the VR 360 viGapTime is the Gop packet
time, T1 is the channel switching target valO&,*RTT join iS the roundrip latency at
the signaling interworking (often for joining the multicast group) phaseT gaads the
terminal player loading preparation latency. the-enend UCP throughput must meet
the following formula:

UdoTh (Ratevid”* GopTime = IFRatio 1.3 « Rate,,)

= . *
p I-F.I'l!l.ll'l max T1 _ X W RTTjniﬂ _ Tand 1 a E‘:I.F"I'
UDP-based live services are insensitive to the latency. However, the above formula
shows that the denominator must be larger than ORafdis usually not smaller than
RTTjsin. Therefore, we have the following formula:

T1- TLnud

RTT 2 RTTjoin > —

2. Smooth play

No black screen or erratic display occurs when users are watching live VR 360 videos.
Based on the TR 26 standard requirements, the network PLR is less th&arkDno

erratic display occurs for live telecasting under the 4K resolution. Currently, peer
vendors use the retransmission (RET) technology on the application layer to reduce
video requirements on PLR. This lowers PLR td.IThe network PLR requirementor
higher resolutions are to be determined. That is:

PLR = PLR,..
3. View interaction

The view interaction requirement indicates the condition that the network must meet to
make the Motiorto-Photons Latency (MTP) smaller than the target value when a user's
viewpost i on changes, and minimize the user6s
information missing, or quality degradation). View interaction is divided into three

phases: view change signaling interworking (X2), minimum decoded buffer media

packet downlad (Y), and player play loading preparation (Z).

If a user's requirement on MTPTZ (often taking 20 ms) and the requirement for the
time of FOV information deterioration during a head turfid3sthe equation

X2 +Y+ZOmi nudt Be,m&t3This documeamalyzes Facebook's pyramid
projectionbased FOV transmission solution. Since the Facebook solution sacrifices the
shorttime profile experience for a better interaction experience, and the T2 requirement
is also met on the terminal, we only need to el 3 requirement. Rate,, is set as

the average bit rate of the VR 360 vid&mpTime is the Gop packet timg_3 is FOV
deterioration target valuX2*RTTjoin is the rounerip latency at the signaling
interworking (often for joining the multicast gneuphase, andioaq is the terminal

player loading preparation latency. the ¢a@¢nd UCP throughput must meet the
following formula:

UdoTh (Ratevid”* GopTime+ IFRatio 1.3 « Rate,)
MPin = Max ,1.3 « Rate
p pl‘l!.ll'l T3 _ X " RTTjniﬂ _ TLumd T

We also have the following formula:

T3 - TLnnd

RTT = RTT,;, = =
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Based on above analysis, we summarize network requirements for the live tedecasti
(UDP based) service as follows:

Bandwidth Latency and PLR

Full-view - (Ratew « GopTime « IFRatio 1.3+ Rate,) T1—Tygng
transmission =~ " T T1—X* RT,00 —Trom atey RTT = RTT i > — 2%
solution

PLR = PLR ..
FOV . Rate,, = GopTime = IFRatio Rate,, * GopTime = IFRatio 13%R T1—Tyg04
transmission = ™**\ "1 X «RTT,, — T,y ' T3-X:RIT,, —T,.; ' @€y | | RTT = RTT o > ———°
solution
(Facebook) PLR = PLR ..

3.6 Experience and Technology Evolution Route

The development of VR 360 video focuses on user experience apidsess of constant
improvement of profile and information volume. Synchronization between the transmission
technology and network technology determines the degree that the profile experience and
interaction experience can reach.

We believe that the VRG® video experience may evolve through following stages: early

stage, entrjevel experience stage, advanced experience stage, and extreme experience stage.
Currently, VR still resides at the early stage, and has not reached thieeatgxperience

stage. In the following text, we have prejudged the terminal, content, experience, network,

and arrival point for each stage.

3.6.1Early Stage

VR 360 Videos for the early stage are calledrRe We believe that this stage should be
marked by the highest hardwaredasoftware level that can be universally achieved in 2016,
such as Samsung Gear for the HMD terminal and 4K VR 360 videos on Youtube.
1. Terminal:

Angle of view: 90°

Screen resolution: 2K
2. Content:

Full view resolution: 3840 x 1920

Singlelens resolution: 968 960

DoF: 2D (mostly)

Color depth: 8 bit

Frame rate: 30 fps

Compression ratio: 165:1

Coding standard: H.264

Average bit rate: 16 Mbit/s
3. Experience:

PPD: 11
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Equivalent TV screen resolution: 240 P

Continuous experience time, as limited by the terminalexipérience, does not exceed
20 minutes.

4. Network requirements for elemand services:

Bandwidth for smooth play5 Mbit/s (based on the fuNiew transmission solution)
5. Network requirements for live telecasting:

Bandwidth for smooth play: 20.8 Mbit/s (bdsen the fullview transmission solution)

3.6.2Entry -Level Experience Stage

VR 360 Videos for the entrevel stage are called entigvel VR. We believe that this stage
will last about two years. The highest hardware and software level that can be universally
achieved in 2016 is further promoted: The terminal screen resolution is improved to 4K and
the fullview resolution is improved to 8K. As a result, the profile that users receive
approaches the 480P PPD effect on PC.
1. Terminal:

Angle of view: 90°

Screen redution: 4K
2. Content:

Full view resolution: 7680 x 3840

Singlelens resolution: 1920 x 1920

DoF: 2D (mostly)

Color depth: 8 bit

Frame rate: 30 fps

Compression ratio: 165:1

Coding standard: H.264

Average bit rate: 64 Mbit/s
3. Experience:

PPD: 21

Equivalent TVscreen resolutiort80 P

Continuous experience time, as limited by the terminal and experience, does not exceed
20 minutes.

4. Network requirements for elemand services:

Bandwidth for smooth playt00 Mbit/s (based on the fi+view transmission solution)
5.  Network requirements for live telecasting:

Bandwidth for smooth play: 83.2 Mbit/s (based on thkvigw transmission solution)

3.6.3Advanced Experience Stage

The VR 360 video of advanced experience stage is called Advanced VR. At this stage, the
screen resolidn, chip performance, and ergonomics of HMD terminal and the quality of
content are | argely improved. We expect the
industrial development.

1. Terminal:
Angle of view: 120°



White Paper on VR Netwk Requirement: 3 Service Principle and Netwk Requirements of VR 360 Video

Screen resolution: 8K
2. Content:
Full view resolution: 11520*5760
Singlelens resolution: 3840*3840
DoF: 2D (mostly)
Color depth: 10 bits (HDR)
Frame rate: 60 fps
Compression ratio: 215:1
Coding standard: HEVE®P9
Average bit rate: 279 Mbit/s
3. Experience:
PPD: 32
Equivalent TV screen resolutio720 P
Maximum continuous experience durationi @0 minutes
4. Ondemand network requirements:

Bandwidth requirement for smooth playt8 Mbit/s (based on full view transmission
scheme)

5. Live broadcast network requirements:

Bandwidth requirement for smoaitay: 361.4 Mbit/s (based on full view transmission
scheme)

3.6.4Ultimate Experience Stage

The VR 360 video of ultimate experience stage is called Ultimate VR. At this stage, the
development of HMD terminal and the content can provide users with best usagereg
We expect full access -termintustiiabdevelopmene af t er 1
1. Terminal:

Angle of view: 120°

Screen resolution: 16K
2. Content:

Full view resolution: 23040*11520

Singlelens resolution: 7680*7680

DoF: 3D (mostly)

Color depth: 2 bits

Frame rate: 120 fps

Compression ratio: 350:1

Coding standard: H.266

Average bit rate: 3.29 Gbit/s
3. Experience:

PPD: 64

Equivalent TV screen resolution: 4K

Maximum continuous experience duration: over 60 minutes
4. Ondemand network requirements:
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Bandwidh requirement for smooth play: 4.93 Gbit/s (based on full view transmission

scheme)

987 Mbit/s (based on Facebook scheraad It will be the mainstream in this stage

Instant interactive bandwidth requirement: 2.35 Gbit/s (based on Facebook scheme)
5. Live broadcast network requirements:
Bandwidth requirement for smooth play: 4.277 Gbit/s (based on full view transmission

scheme)

856 Mbit/s (based on Facebook scheme)

Instant interactive bandwidth requirement: 2.35 Gbit/s (based on Facebook scheme)

3.6.5Summary of E volution Route

Continuous

experience duration

At the entrylevel experience stage, the eAyel VR profile experience is not very good;

therefore, the industry will choose the full view transmission scheme to ensure good
interactive experience. At this stage, the penetration ratalswdute number of VR users

wi |1

not be

very

| ar gteend netwarkrbantiwidéh requirement, o f

us

the bandwidth good enough for smooth play of 8K video can also meet the requirement of VR

360 video.

At the advanced experience stagee, Advanced VR profile experience has been enhanced;

therefore, the full view transmission scheme has more strict requirement on network
bandwidth, and it can still ensure good interactive experience as long as the network

bandwidth is ready.

For UltimateVR, the singldens profile has reached the retina level, and the requirement on
network bandwidth is too strict for the full view transmission scheme. Therefore, we have to

adopt FOV transmission, which has certain requirement on low latency of the'lndftioe

compromised FOV scheme of Facebook is adopted, part of the profile experience will be
compromised and the requirement on network bandwidth and latency will be lowered.

At the entrylevel experience stage and the advanced experience stagejttheacs
experience duration acceptable to users is not long. Compared with other traditional business,
the huge bandwidth demands of a family user is short. While at the ultimate experience stage,

the sudden bandwidth requirement triggered by the FOrresion scheme during head
turning is much more strict than that during stable watch without head turning. Therefore, at

all stages of the evolution of VR 360 video, there is always-$inoetstrict requirement on
bandwidth based on the demands.

In summay, our judgment on the evolution route of VR 360 video can be summarized as

follows:

Less than 20
minutes

Less than 20
minutes

20 to 60 minutes

Over 60 minutes

Estimaed time

Now' 2 years

Now T 2 years

31 5 years

5110 years

Video resolution

Full view 4K 2D
video (Youtube)

(Full frame
resolution
3840*1920)

Full view 8K 2D
video

(Full frame
resolution

7680*3840)

Full view 12K 2D
video

Full frame
resolution
11520*5760

Full view 24K 3D
video

Full frame resolution
23040*11520
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Singlelens resolution | 960*960 [with 1920*1920 [with 3840*3840 [with | 7680*7680 [with
glasses and view glasses and view headmounted headmounted
angle of 90} angle of 90F display and view | display and view

angle of 1207} angle of 1207}

PPD (Note 1) 11 21 32 64

Equivalent traditional | 240P 480P 720P 4K

TV screen resolution

Color depth (bit) 8 8 10 (HDR) 12

Compression ratio 165:1 165:1 215:1 (Note 2) 350:1 (3D) (Note 2)

(Note 2)

Frame rate 30 30 60 120

Typical video bit rate | 16 Mbit/s 64 Mbit/s 279 Mbit/s 3.29 Ghit/s

Typical network 25 Mbit/s 100 Mbit/s 418 Mbit/s 1Gbit/s for smooth

bandwidth play

requirement (Note 3) 2.35Gbit/s for instant

interactive
(Noteb)

Typical network 40 ms 30 ms 20 ms 10 ms

RTT requirement

(Note 4)

Typical network 1.4E4 1.5E5 1.9E-6 5.5E8

packet loss

requirement (Note 4)

Note 1: PPD is short for Pix per Degree. The retina of common human beings can reach the
resolution of 60 PPD.

Note 2: The compression is calcuthteased on the empirical value of H.264, HEVC, and
H.266 development. The contents of left and right 3D eyes are highly related; therefore, large
compression is okay and will not comprise the quality too much.

Note 3: Typical network bandwidth. The on demas estimated based on 1.5 times the bit
rate.

Note 4: Network latency and packet loss. Determine the target latency value first and then
calculate the packet loss based on the network bandwidth and the TCP throughput formula.

Note5:In this stage FOVWransmission will be the mainstream
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VR Service-oriented Bearer Network

4.1 Analysis on Network Impacts from VR Service
4.1.1Traffic Characteristics of VR

If the broadband Internet access is like a stream with frequent seasonal cutoff, the video
(including HD and4K/8K video) is like the Eerqgisi River arkR is like the Yangtze Rivesr
Amazon River. Their demands of different services for pipe bandwidth vary greatly from ten
times to a hundred times. Focommonbroadband access, great surfing experience happens
when the (temporary) peak bandwidth reaches 20/Mtuit30 Mbits. However, for HD and
4K/8K video, good surfing experience must bpmorted by continuous 30 Mksto 100

Mbit/s bandwidth, and for VR video, excellent experience must be supported by home
bandwidth faster than one Gfsit

However, as the saying goes, Rome was not built in a day. To obtain ultimate VR experience,
the whole industry chain must experience a slow and continuous progressing process, either in
terminals, network, contents, or déey@ment of potential users. Considering VR is an

important service in the future society, as the pipe for delivering contents, it is required to
analyze the differences between VR services and current pipes in advance, to ensure that the
bearer network gstready before VR service is launched and lay a good foundation for VR
service. Detailed analysis on features of VR service steam are as follows.

Characteristic 1: VR video is typical elephant flow.

Compared to the existing Internet access and vide@ssrWR is absolutely the legendary
elephant flow, which penetrates the whole metropolitan area network and access network (in
the past, the elephant flow probably exists in DCI, metropolitan area exit, and backbone
network only). Transmission of one cimahof VR contents requires multiple etadend
Ghit/sbandwidths and such bandwidths will extend to the user home. Meantime, as the VR
video is watched by individuals independently (the VR glasses is the most common terminal),
the possibility that multi@ channels of VR services exist in the same user home at the same
time increases greatly. Compared to the family watching of 4K/8K video througksiaege
screen, the bandwidths consumed by VR service may double continuously. Though the
transmission bandwdth for one channel of VR service may be further reduced due to future
technological development and improved compression algorithm, there is a great possibility
that the home bandwidth is faster than one Gbit or ev&bit8 Compared to the
bandwidthsconsumed by VR video, that consumed by other services can be ignored basically.
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Figure 4-1 Comparison of bandwidths consumed by major network services

N & —_Internet surfin

Characteristic 2: more remarkable tidal effect in network traffic

Restricted by the business mode and VRae(ongtime wearing may cause dizziness,
syncope, and other discomfort), the continuous online time of users may not be too long,
which along with the abovaentioned elephant flow certainly will cause more huge

difference between traffic crest and vallegpecially in case of hot events (100 times
difference). For the BRAS/CR devices integrated in the whole metropolitan area and the links
carried the traffic, dynamic application for link resources and flexible expansion or shrinkage
of device capacity agquired are very important features.

Characteristic 3: higher requirements for latency and packet loss rate

The VR service has high requirements for bandwidth, network latency, and packet loss rate. In
terms of transmission of VR video over network,aptdfor the live streaming, most videos

on demand are transmitted based on TCP (OTT VR live streaming is also transmitted based
on TCP). Latency and packet loss impacting the TCP throughput are even more important in
transmission of VR service of large @stream. The network is liable for reduction of

latency and packet loss rate.

For the latency, from the enid-end perspective, except for the transmission latency of light

in optical fiber caused by distance (The latency caused by light in opticairibemission is

hard to be eliminated in short time. The optical speed in fiber transmission is 2/3 of that in
vacuum transmission, equaling to about 200 KM/ms), the forward latency caused by devices
during forwarding has a greater impact. During the &ding process, the router works as a
storage and forwarding mechanism, which will cause great queuing latency when traffic
bursting causes queuing in inbound and outbound directions. However, in the statistical
multiplexing IP network, congestion and qirgpare also inevitable. Such congestion

includes the congestion induced by that the actual service traffic exceeds the actual physical
bandwidth limit, and the instantaneous congestion (false congestion) caused by the service
itself due to burst mechanisiBoth types of congestion may cause great latency and even
packet loss in serious cases.

The packet loss has an even greater impact on TCP throughput. Of course, the aging of links
(optical power attenuation and dust in and wear of optical plugs) aradstoimping of

device also may cause packet loss, which are rare events after all. Compared to the optical
fiber transmission, retransmission often occurs in copper wire aifd ¥énsmission as they

have to solve the unreliable transmission problereffiatence caused packet loss). This
seriously restricts the TCP throughput and causes greater latency.
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4.1.2Estimation on bandwidth of families using VR service

Entry -level experience stage (Entryevel VR):

VR video: bandwidth of single program: 1Mbit/s

Ordinary video: two 4K video programs, Bbit/s for each program.

Internet access service: Mbit/s bandwidth

Total bandwidth of family: 16@bit/s. The home bandwidth of family should be over 200
Mbit/s.

Advanced experience stage (advanced VR):

VR video: bandwidth of single program: 404bit/s; multi-screen may be used (two screens
are considered).

Ordinary video: two 4K video programs, Ribit/s for each program.

Internet access service: RMbit/s bandwidth.

Total bandwidth of family: 8701bit/s. The home bandwidth of family should be 1 Gbit.

Ultimate experience stageyltimate VR):

VR video: bandwidth of single program: 2.35 Gdjitalculated as 2 screens.

Other services: ordinary video and Internet access services: 208 Mbit

Total bandwidth ofamily: 4.9 Gbils. The home bandwidth of family should be 5 Glfthis
is calculated based on FOV mode and this applies to the following scenarios).

4.1.3Network Impacts of VR Service

As an emerging service, VR service certainly will have impacts on thenturetwork

architecture as it has great demands for network transmission bandwidth. This section mainly
describes the impacts of VR service on such aspects as Internet access bandwidth, access
network, metropolitan area network, and home network.

The impacts on network mainly cover such three aspeatedses of higher capacitynew
service transmission program andnew network architecture.

1.

Home bandwidth: Ghbi, faster than one Gl 10 Gbits (ultimate VR and
multi-channel VR)

Access network: 16/40G/10@ PON largearea deploymenA single upstrear®LT
link supports 40G ports.

Metro network: 10B-level board, PBevel deviceswitchingcapacity.

Devices and links support dynamic capacity expansion: 100 times difference between
crest and valley dide. Application for devices and link resources as required can
significantly reduce the operation cost (power consumption and noise).

Home network: It has much higher requirements foiRiVsuch as 802.11ad, snap
high-speed transmission, and suppdntnulticast or even other wireless transmission
protocols by WAFi.
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4.2 Home Network

VR's watching devices determine that VR service is mainly used at home. As the high
requirement for bandwidth and more and more terminals owned by a family, it is posatible th
different users stay in different rooms. Therefore, the home network mostly based~on Wi
has extremely high requirements for bandwidth, latency, and coverage. The current home
Wi-Fi still faces great challenges.

Problems existed in home Wi bearer network of VR service

Super high bandwidth cannot be satisfied: MostiMietworks used by current families
are802.11n and the maximum bandwidth is about 300 /slditowever, the bandwidth
required for each Advanced VR video is over 400 Mand thatdr future Ultimate VR
video is 2.35 Gbis (FOV mode) or even 5 Ght(full view mode).

Mutual impacts of different services: Except for the VR video service, the Internet access,
downloading, and other ne¥iR video services over the same network witgnpt
resources and impact each other;

Signal coverage: Objects inside the house will attenuate #ie ¥ifinal, especially the
load bearing walls and metals, which will cause different signal intensity in different
locations of a house and even no sligna&ertain locations;

Channel congestion and interference: In urban areas, the 2/d {@&ajuency band

widely used in residential buildings has too much signal sources and such signals will
impact each other. Meantime, such wireless devices as ctdégghones, microwave
ovens, andBluetooth will have impacts on the wireless signals of 2.4/&héquency
band.

Solutions to home network with ultra high bandwidth, high performance and full WiFi
coverage

New Wi-Fi standard equipment: Advanced VReissneed commercial 802.11ac-Wi
routers which feature an air interface bandwidth ranging between /s &iitL.3 Gbits.
Ultimate VR users need an access to 5/6biandwidth in their houses, so they need
802.11ac Wave2 or 802.11ad or 802.11ax roufdrs 802.11ac Wave?2 routers have a
maximum air interface bandwidth of 6.93 Gé&dnd a faster transmission rate. The
802.11ad routers (also called WiGig routers) have a maximum throughpBbifs?
Another option is the routers supporting 802.11ayFMtandard which is still being
discussed.

Differentiate bearer in accordance with business: Select proper frequency band and SSID
in accordance with service feature. For example, 2.43hitFi is possible for general
internet business with low requinent on internet; &bit/sWi-Fi is possible for normal

video, 4K and Advanced VR with relatively high requirement on internet; 6@sGbit
Wi-Fi(802.11ad/802.11ay) or 5 Ghitwi-Fi(802.11ac Wave2/802.11ax) is possible for
Ultimate VR.

Wi-Fi distributed phn: Wireless network has poor capacity in object penetration in high
frequency band. Arrangement of homeRVinternet is converted from centralized mode
to distributed mode and several-liaccess points (AP) is deployed, to reach ideal
connection speeand to meet different demand of terminals at any place of home. Three
distributed access modes, includinrFi RepeatePLC AP and ETH AP, allow flexible
expansion and plug and play, and supports the experience of seamless switching. The
three modes angossible for Advanced VR only if bandwidth requirement is met. ETH
AP is recommended for Ultimate VR service.

Minimization of interference with wireless signal: It mainly includes two aspects. First,
selected channel shall be different from that useadtlgr AP in current circumstance, to
reduce interference. Second, household appliances, especially electric appliance
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4.3RAN

vulnerable to interference (such as microwave oven) shall keep a certain distance from
Wi-Fi source. Meanwhile, electric appliance withEMI certification is forbidden in
home use.

Support of multicast in a better way: Support DMS (Directed Multicast Service) and
Groupcast with Retrieg€5CR), and transmit multicast data better in-Ficondition.

Summary: requirement of VR service on hone Wi-Fi network

Next generation of WiFi protocol standard, broader frequency spectrum and wide
application of MUMIMO and Beamforming technologies:
802.11ac/802.11ad/802.11ax280lay, &/60G frequency band;

Support live service in a better way,Wlirecuired to better support multicast, and
terminal required to provide multicast function

Supply of service to differentiate capacity of bearerDifferent service employs
different SSID and frequency band for isolation

Distributed Wi -Fi plan improves signalcoverage in the whole family

In the whole network, access network, as the operator's nearest network to users, collects all
end users. Following continuous development of technologies, now access technology mainly
includes copper wire access to FTT8 and fiber access to FTTH. Copper wire access is
divided into ADSL, VDSL2, Vectoring, Super Vectoring and G.fast, and fiber access divided
into GPON and EPON access.

The following analyzes access technologies for VR video service.

4.3.1Analysis on Fiber Acce ss Technology

Fiber access technology plays an important role following gradually increasing requirement of
human on bandwidth. Frooriginal GPON with uplink of & and downlink of 2.& and

EPON with uplink of & and downlink of &, now GPON with uplink o2.5Gand downlink

of 10G and EPON withboth uplink and downlink of B have been used for commaeilci

purpose in certain scale.@®PON is mature, and is also to be used for commercial purpose
until cost problem is solved. Meanwhile, 100G PON also has upo¢Ktra high bandwidth

and long transmission distance make fiber access become the first option in new construction
and transformation of access network. The following describes technologies used for VR
video service in FTTH.

Figure 4-2 Evolution of Fiber Access Ttanology

(=
Launch the first 100G
PON prototype

111

~

G PON: In basic experience stage of VR, G PON is mainly for ordinary video service.
Household inbound bandwidth and downlink bandiwiof port are respectively 20and 1G.
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Each port involves with 16 users as calculated by taking coincideiecasr@0%. It is
recommended that splitting ratio is set up to 1:16. Wherséhold inbound bandwidth is 1
Gbhit/sin advanced experience stage of VR, GPON port is not recommended as it has no
advantage.

10G PON In basic experience stage of VROG PONis sufficient for 200/ household

inbound bandwidth. In advanced experience stage of VR, household inboumddiiarisl 1

Gbit/s. 10G port involves with 33 users as calculated by taking coincidence rate as 30%. It is
recommended that splitting ratio is setla®2. In ultimate experience stage of VR, houstho
inbound bandwidth is up ta® At this time, extremely low splitting radio of 100G PON would
result in cost rise. So it is recoranded to smoothly progress t0GI100G PON.

40G PON It is not considereth basic experience stage of VR as it is not used for

commercial purpose now, but it is assumed that 40G PON is to be used for mature

commercial purpose in advanced experience stage of VR. In advanced experience stage of VR,
inbound bandwidth of a singleser is 1G. Each port involves with 100 users as calculated by
taking coincidence rate of 40%. Splitting ratio is configured as 1:64 or 1:128 in accordance

with actual conditions. In ultimate experience stage of VR, batibwif a single user is up to

5G. Each port involves with 20 users as calculated by taking coincidence rate of 40%. It is
recommended to set splitting ratio as 1:16.

100G PON Now 100G PON only has mockup and has a long way to be used for commercial
purpose in certain scale, with relevatatrglard under preparation. It makes progress in
combination with VR development process. Only network design where 100G PON supports
ultimate VR in the future is analyzed. Household inbdogddwidth for ultimate VR isG in

FOV mode. Each port involves thi50 users as calculated by taking coincidence rate of 40%.
It is recommended to set splitting ratio up to 1:64. However, bandwidth may be obtained in
FOV mode by giving up experience in head rotation moment. Therefore, In case that
bandwidth is high enah in the future, direct transmission of fulew video could gain

better experience. In this circumstance, lsrm@nnection bandwidth is 4.83and hasehold
inbound bandwidth is & Each port involves with 25 users as calculated by taking
coincidenceate of 40%. Splitting ratio is set as 1:16.

OLT framework: Following video popularization, bandwidth required by users and

coincidence rate greatly increase. OLT, as core node to network, faces great challenge in
handling capacitylraditional concentratefdlamework, which carries out centralized

forwarding via mastecontrol switching chip, has become the bottleneck of the whole

equipment. Distributed framework is required to distribute service to service board.

Meanwhile, reliability is improved. In addin, to handle bursting of video streaming,

interface board shall also has certain caching capacity (ONT is also required to increase cache)
to prevent blocking from packet loss.

4.3.2Analysis on Copper Access Technology

ADSL/VDSL2: Downlink speed of ADSL andDSL?2 is respectively up to 25 Mifstand 50
Mbit/s. The speed is possible for surfing the internet, but for video service, 36 b0
Mbit/s required by 4K/8K video is impsible, let alone VR video in Gtbs. Therefore, it
could not meet the requireent.

Vectoring: On the basis of VDSL line, downlink bandwidth is up to 120/stthitough
improvement of line speed by offset of-fnd crosstalk. Although 4K/8K video could be
seen, household bandwidth is 200 Mbih basic stage with VR video inclutlerherefore, it
is not recommended.

SuperVectoring: Expand working frequency band from 17MHz to 35MHz based on
Vectoring. This increases downlink bandwidth, which is 300 Mglithin 300m and 100
Mbit/s in 300' 700m. SuperVectoring could be used in bagiserience stage of VR, but it
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4.3.3Summary: Requirement of VR Video on

fails to meet bandwidth requirement in advanced and ultimate experience stage following
further increase of resolution ratio.

G.fast: Expand working frequency band to 106MHz based on Vectoring technology, to make
transmissin bandwidth up to 1Gifs, but ensure that bandwidth is transmitted up to 100m.
This meets the deployment from fiber to port. However, as bandwidth of G.faiktsis

equal to uplink bandwidth plus downlink bandwidth, actual downlink bandwidth ishiasslt
Gbit/sin actual conditions (such as, uplink of 200 M&jidownlink of 800 Mbffs, adjustable).
When surfing the internet and playing 4K/8K video service are carried out at the same time,
an Advanced VR video could be seen at best.

The above analys result indicates that copper wire access technology, besides
SuperVectoring and G.fast, is not suggested to be deployed in the network where VR video is
only played. SuperVectoring is only used in basic experience stage of VR and G.fast is proper
for Advanced VR, but synchronous multiplex playing will still result in insufficient bandwidth.
Although copper wire could reduce cost, PON access line is to be deployed fteriong

purpose, to meet video application which has increasing requirement inutree fut

In addition, working frequency band is increased following bandwidth in employment of
copper wire access technology, but frequency increase will result in acute reduction of
efficient transmission distance. Meanwhile, support scope of each accessastgreatly
decreases and long latency is found as compared with fiber access technology. The above
indicates that unless new breakthrough is made. copper wire access technology is not proper
in future VR service network which has high requirement awadth.

the AccessN etwork

Table 41 VR support on ecesgechnologes

Splitratio | Downlink Basic VR | Advanced VR | Ultimate VR
Pandwidh e ) (418Mbits ) 1 235 4.93Gfull
Gbit/s view)
(FOV)
GPON 1:32 30 Mbit/s
1:64 10 Mbit/s
10G PON 1:32 300Mbit/s | &
1:64 100Mbit/s | &
40G PON 1:32 1 Gbit/s a a
1:64 500Mbit/s | & a
100G PON 1:16 6 Gbit/s a a a a
1:32 3 Ghit/s a a a
1:64 1.5Gbit/s a a
G.fast / 800Mbit/s | & a
Super Vectoring | / 300Mbit/s | &
Vectoring / 120 a
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Note: 1 Ghi G.fast bandwidth is equal to uplink bandwidth plus downlink bandwidth, which
is respectively 200bit/s and 800Mbit/s.

In basic experience stage of VR, household inbound bandwidth 1€l1208. Therefore,

both SuperVectoring, G.fast and 10G PON actssmology could be adopted. As
distance and cross talk has great influence on copper wire, service shall not be opened
until evaluation on line quality is conducted. Inbound bandwidth is at leasilhiif3.

In advanced experience stage of VR, houseimbldund bandwidth is Gbit/s
Therefore, 40G PON technology could be adopted.

In ultimate experience stage of VR, household inbound bandwidtGlists Therefore,

future 100G PON access technology is required.

Foll owi ng equi p megdafgasty, ¢centralized @LF framgwottk shalld | i n
be converted to distributed type, to break through bottleneck. The interface board has
certain caching capacity.

4.4 Metropolitan Area Network (MAT)

Following development of VR and 4K/8Kvddo s er vi c e sdthcaneaehods bandw
exceedGbit/s. Traffic of MAT may surge by ten, hundred and even thousand times.

Meanwhile, long durability of video service results in drop of uplink and downlink

convergence ratio in the whole network.

Figure 4-3 Comparison of Convergence Ratidifferent Services
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Acute traffic increase, change in convergence model and high requirement of VR and 4K
videos on bandwidth, latency and packet loss challenges bearer of traditional network and
high convergence.

Low network efficiency: Expansion oportto-port network equipment is needed after

video traffic increases. Many convergence layers make low convergence ratio, and
portto-port equipment with synchronous expansion increases in terms of scale. CDN is
deployed in high position and away fronethnd user, and service stream travels through
much network equipment. Therefore, it occupies plenty of network resources. In addition,
more equipment number increases the probability of bottleneck and blocking and
portto-port latency.
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Poor user experieme: In case that services are provided at the same time, packet loss
and latency synchronously rise following increase of network utilization, reducing video
service experience. In low load network, 98.7% sudden packet loss occurs at transitional
convergene node from high bandwidth to low bandwidth. Increase of packet loss
reduces video service experience.

Based on reasons mentioned above, first simplify layer and structure of traditional network
and move CDN down to BNG or even CO, to improve transmmissfiiciency of the whole
MAT.

Figure 4-4 Simplification of Framework of MAT

Main characteristics of the framework: Eliminate convergence layer of LSW and MAT; BNG
directly connects up to CR and drops down to network edge; and OLT directly connects to
BNG and OTNto CO.

As network is simplified, capacity of equipment shall be further improved. The following
evaluates model of simplified MAT:

Uplink and downlink convergence ratio of OLT: 1:2

Uplink and downlink convergence ratio of BNG: 1:2

Uplink and downlink conergence ratio of CR: 1:2

Each OLT involves with 4000 users

Each BNG involves with 20 OLTs

Each CR involves with 10 BNG

Table 4-2 Evaluation on Traffic Model

Entry -level VR Advanced VR Ultimate VR
Requirement onhome bandwidth 200 1000 5000
Penetration rate 15% 30% 40%
Coincidence rate 10% 20% 30%
Bandwidth CR uplink (G) 150 6000 6000
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Entry -level VR Advanced VR Ultimate VR

requirements CR downlink (G) | 300 12000 120000

BNG uplink (G) 60 1200 12000

BNG downlink (G) | 120 2400 24000

OLT uplink (G) 6 120 1200

OLT downlink (G) | 12 240 2400

CR(G) 450 7020 180000

BNG(G) 180 3600 36000

OLT(G) 18 360 3600

As shown in the above table, as video service is popular, there is high requirement on
handling capacity of equipment with MAN adopted

BNG: In advanced experience stage of VR, integratechine's handling capacity is required
to be 3.6T; in ultimate experience stage of VR, integrated machine's handling capacity is
required to be 36T. If chain utilization rate of not more than 70% is considered, integrated
machi neds handandb50g respectvelydn the ybove swo Stapes.

CR: In advanced experience stage of VR, integrated machine's handling capacity is required
to be 7T; in ultimate experience stage of VR, integrated machine's handling capacity is
required to be 180T. Actual hdling capacity of CR is 10T and 257T respectively in the two
stages as calculated by taking chain utilization rate of 70%.

The above CR capacity is calculated out considering each CR involves with 10 BNG, but now
only two CRs (backup and sharing for eatier) connect to backbone network in many

cities. According to the network model, in a city with a population of 5 million, CR capacity
will reach 5000000/4000/20*180T/10=1125T in ultimate experience stage of VR.

Considering chain utilization rate is kapnder 70% and CR capacity is more than 1607T to
prevent from blocking and packet loss during actual use, P bit level super router is required.

Although network capacity continuously improves in terms of equipment and chain following
increasing requirenmt of VR on network and if VR video with high bandwidth and low
latency and packet loss is supported on the network with no difference, ultimate experience
shall not be guaranteed due to traffic burst and resource occupation by different services.
Consideing characteristics of VR services, the following specifically describes some
technologies to further improve user experience.

4.5Network Solution of Supporting FOV Transmission
Technology

According to the difference in retime display and transmission meydsideo transmission
can be divided into unicabised on demand and multichssed live broadcast. The analysis
of VR FOV transmission based on the above mentioned two modes is as follow.
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4.5.1VR On -demand Network Solution

Since FOV transmission mode hagsesal view files, server needs to maintain tHeL of

each view file and angle ration information. When client request for program initially, server
will send such information to the client. Client can use the initial view file suggested by server
as themitial viewing video stream or chose on its own.

Table 4-3 Views andURLs of VR onrdemand (taking 12 views as an example)

Program URL Angle Whether Initial View
Program a URL al 0 Yes
URL a2 +30
URL a3 +60
éé é é
URL al2 +330
Program b URL bl 0 Yes
URL b2 +30
URL b3 +60
é é é é
URL b12 +330

Once initial view file is chosen, current view shall be used as reference to maintain view files
of other views. Corresponding view files can be calculated accurately when turning head to a

new view.

Figure 4-5 FOV VR on-demand process

Program request: Clint will send requesstoverto display videos according to the link on
the access page. In practice, this interaction is usually in the process that client send request to




















































